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Abstract

This paper considers the problem of testing whether there exists a non-negative solution to a possibly under-determined system of linear equations with known coefficients. This hypothesis testing problem arises naturally in a number of settings, including random coefficient, treatment effect, and discrete choice models, as well as a class of linear programming problems. As a first contribution, we obtain a novel geometric characterization of the null hypothesis in terms of identified parameters satisfying an infinite set of inequality restrictions. Using this characterization, we devise a test that requires solving only linear programs for its implementation, and thus remains computationally feasible in the high-dimensional applications that motivate our analysis. The asymptotic size of the proposed test is shown to equal at most the nominal level uniformly over a large class of distributions that permits the number of linear equations to grow with the sample size.
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1 Introduction

Given an independent and identically distributed (i.i.d.) sample \( \{Z_i\}_{i=1}^n \) with \( Z \) distributed according to \( P \in \mathbf{P} \), this paper studies the hypothesis testing problem

\[
H_0 : P \in \mathbf{P}_0 \quad \text{and} \quad H_1 : P \in \mathbf{P} \setminus \mathbf{P}_0,
\]

where \( \mathbf{P} \) is a “large” set of distributions satisfying conditions described below and \( \mathbf{P}_0 \equiv \{P \in \mathbf{P} : \beta(P) = Ax \text{ for some } x \geq 0\} \). Here, “\( x \geq 0 \)” signifies that all coordinates of \( x \in \mathbb{R}^d \) are non-negative, \( \beta(P) \in \mathbb{R}^p \) denotes an unknown parameter, and the coefficients of the linear system are known in that \( A \) is known.

As we discuss in Section 2, the described hypothesis testing problem plays a central role in a surprisingly varied array of empirical settings. Tests of (1) can be used for obtaining asymptotically valid confidence regions for counterfactual broadband demand in the analysis of Nevo et al. (2016), and for conducting inference on the fraction of employers engaging in discrimination in the audit study of Kline and Walters (2021). Within the treatment effects literature, tests of (1) arise naturally when examining the testable implications of the model proposed by Imbens and Angrist (1994) and when conducting inference on partially identified parameters, such as in the studies by Kline and Walters (2016) and Kamat (2019) of the Head Start program, or the analysis of unemployment state dependence by Torgovitsky (2019). The null hypothesis in (1) has also been shown by Kitamura and Stoye (2018) to play a central role in testing whether a cross-sectional sample is rationalizable by a random utility model; see Manski (2014), Deb et al. (2017), and Lazzati et al. (2018) for related examples.

Tests of the null hypothesis in (1) can also be used to test whether a class of linear programs is feasible or, through test inversion, to obtain confidence regions for the optimal value of these linear programs. More precisely, our results are applicable to any linear programs whose standard form has the structure

\[
\min_{x \in \mathbb{R}^d_+} c'x \quad \text{s.t.} \quad Ax = \beta(P)
\]

for known \( A \) and \( c \). We emphasize that linear (in)equality constraints on \( x \) and/or \( \beta(P) \) can be incorporated by using slack variables appropriately. This connection to linear programming enables us to conduct inference in the competing risks model of Honoré and Lleras-Muney (2006), the empirical study of the California
Affordable Care Act marketplace by Tebaldi et al. (2019), and the dynamic discrete choice model of Honoré and Tamer (2006).

The null hypothesis in (1) can equivalently be represented as a system of linear inequalities in $\beta(P)$ through, e.g., Fourier-Motzkin elimination. Such a representation would enable us to test (1) by relying on approaches devised by the literature on testing for the validity of moment inequalities; see Canay and Shaikh (2017) for a review. Unfortunately, in the empirical applications that motivate us the dimensions $p$ and, in particular, $d$ are large, making obtaining such a representation computationally infeasible (Kitamura and Stoye, 2018). We proceed instead by obtaining a novel geometric characterization of the null hypothesis that forms the cornerstone of our approach to inference. Specifically, we show that the null hypothesis in (1) holds if and only if: (i) there is an $x \in \mathbb{R}^d$ (not necessarily positive) solving $Ax = \beta(P)$; and (ii) the minimum norm solution to $Ax = \beta(P)$, denoted $x^*(P)$, forms an obtuse angle with any vector in the intersection of the row space of $A$ and the negative orthant in $\mathbb{R}^d$. Condition (ii) can be represented as a finite number of linear inequalities in $x^*(P)$, though enumerating such inequalities can again be computationally prohibitive in applications with large $p$ and/or $d$. We show that such enumeration is unnecessary: One can instead evaluate whether condition (ii) holds by computing the largest inner product between $x^*(P)$ and the vectors in the intersection of the row space of $A$ and the negative orthant – a task that may be accomplished by solving a linear program.

Our geometric characterization can be employed to construct a variety of different tests. Guided by computational and statistical reliability when $p$ and/or $d$ are large, we focus on a test that can be computed through linear programming. Our test statistic employs a linear program to compute the largest violation of the “inequality” restrictions in our geometric characterization of the null hypothesis. We obtain a critical value through a bootstrap procedure that requires solving one linear program per bootstrap iteration. The resulting test is similar in spirit to generalized moment selection in incorporating information on whether inequalities are “slack” or “close” to binding (Andrews and Soares, 2010). An R package for implementing our test is available at https://github.com/conroylau/lpinfer. In Section 4, we additionally describe variants of this test that may be less computationally tractable, but may be attractive in some low-dimensional settings in terms of their power properties. We emphasize, however, that, none of these tests are motivated by any specific optimality criterion.

Besides delivering computational tractability, the linear programming struc-
ture in our test enables us to establish the consistency of our asymptotic approximations under the requirement that \( p^2/n \) tends to zero (up to logs). Leveraging the consistency of such approximations to establish the asymptotic validity of our test further requires us to verify an anti-concentration condition at a particular quantile \( (\text{Chernozhukov et al., 2014}) \). We show that the required anti-concentration property indeed holds under a condition that relates the allowed rate of growth of \( p \) relative to \( n \) to the matrix \( A \). This result enables us to derive a sufficient, but more stringent, condition on the rate of growth of \( p \) relative to \( n \) that delivers anti-concentration universally in \( A \). Furthermore, if, as in much of the related literature, \( p \) is fixed with \( n \), then our results imply that our test is asymptotically valid under “weak” regularity conditions on \( P \).

Our paper is related to important work by Kitamura and Stoye (2018), who study (1) in the context of testing the validity of a random utility model. Their inference procedure, however, relies on conditions on \( A \) that can be violated in the broader set of applications that motivate us; see Section 2. Andrews et al. (2019) and Cox and Shi (2019) propose methods for sub-vector inference in certain conditional moment inequality models that can be related to (1). However, applying their tests, which were designed with a different problem in mind, to (1) can require non-trivial theoretical extensions or be computationally challenging – in particular when, as in most of our examples, \( \beta(P) \) has non-zero known coordinates and/or \( d \) is very large. On the other hand, we show in Section 4.4.2 that an important insight in Andrews et al. (2019) allows us to adapt our methodology to conduct subvector inference in a class of conditional moment inequality models. Our analysis is also conceptually related to work on sub-vector inference in models involving moment inequalities and to a literature on shape restrictions; see, e.g., Romano and Shaikh (2008), Bugni et al. (2017), Kaido et al. (2019), Gandhi et al. (2019), Chernozhukov et al. (2015), Zhu (2020), and Fang and Seo (2021). While these procedures are designed for general problems that do not possess the specific structure in (1), they are, as a result, less computationally tractable and/or rely on more demanding and high-level conditions than the ones we employ.

2 Applications

In order to fix ideas, we first discuss a number of empirical settings in which the hypothesis testing problem described in (1) arises naturally.
Example 2.1. (Dynamic Programming). Building on Fox et al. (2011), Nevo et al. (2016) estimate a model for residential broadband demand in which there are \( h \in \{1, \ldots, d\} \) types of consumers that select among plans \( k \in \{1, \ldots, K\} \). Each plan has fee \( F_k \), speed \( s_k \), usage allowance \( \bar{C}_k \), and overage price \( p_k \). At day \( t \), a type \( h \) consumer with plan \( k \) has utility over \( c_t \) and numeraire \( y_t \) equal to

\[
    u_h(c_t, y_t, v_t; k) = v_t\left(\frac{c_t^{1-\zeta_h}}{1-\zeta_h}\right) - c_t(\kappa_{1h} + \frac{\kappa_{2h}}{\log(s_k)}) + y_t,
\]

where \( v_t \) is an i.i.d. shock following a truncated log-normal distribution with mean \( \mu_h \) and variance \( \sigma^2_h \). The problem faced by a type \( h \) consumer with plan \( k \) is

\[
    \max_{c_1, \ldots, c_T} \sum_{t=1}^T E[u_h(c_t, y_t, v_t; k)] \quad \text{s.t.} \quad F_k + p_k \max\{\sum_{t=1}^T c_t - \bar{C}_k, 0\} + \sum_{t=1}^T y_t \leq I, \quad (2)
\]

where the expectation is over \( v_t \) and total wealth \( I \) is assumed to be large enough to not restrict usage. From (2), it follows that the distribution of observed plan choice and daily usage, denoted by \( Z \in \mathbb{R}^{T+1} \), for a consumer of type \( h \) is characterized by \( \theta_h \equiv (\zeta_h, \kappa_{1h}, \kappa_{2h}, \mu_h, \sigma_h) \). Hence, for any function \( m \) of \( Z \) we obtain the restriction

\[
    E_P[m(Z)] = \sum_{h=1}^d E_{\theta_h}[m(Z)] x_h,
\]

where \( E_P \) and \( E_{\theta_h} \) denote expectations under the distribution \( P \) of \( Z \) and under \( \theta_h \), respectively, and \( x_h \) is the unknown proportion of each type in the population. After specifying \( d = 16807 \) different types and \( p = 120000 \) moments, Nevo et al. (2016) estimate \( x \equiv (x_1, \ldots, x_d) \) by GMM while constraining \( x \) to be a probability measure. The authors then employ the constrained GMM estimator for \( x \) and the block bootstrap to conduct inference on counterfactual demand, which equals \( \sum_{h=1}^d a(\theta_h)x_h \) for a known function \( a \). We note, however, that the results in Fang and Santos (2018) imply the bootstrap is inconsistent for this problem – the bootstrap fails because the restriction \( x \geq 0 \) causes the GMM estimator to not be “smooth” function of the moments. In contrast, the results in this paper enable us to conduct asymptotically valid inference. For instance, by setting

\[
    \beta(P) = \begin{pmatrix} E_P[m(Z)] \\ 1 \end{pmatrix} \quad A = \begin{pmatrix} E_{\theta_1}[m(Z)] & \cdots & E_{\theta_d}[m(Z)] \\ 1 & \cdots & 1 \end{pmatrix}
\]

(3)
we may obtain a confidence region for counterfactual demand through test inversion (in $\gamma$) of the null hypothesis in (1). Other applications of the approach in Nevo et al. (2016) include Blundell et al. (2018) and Illanes and Padi (2019).

Example 2.2. (Treatment Effects). Consider the heterogenous treatment effects model of Imbens and Angrist (1994) in which an instrument $W \in \{0, 1\}$, potential treatments $(D(0), D(1))$, and potential outcomes $(Y(0), Y(1))$ satisfy

$$
(D(0), D(1), Y(0), Y(1)) \perp \perp W \text{ and } D(1) \geq D(0) \text{ a.s.}
$$

The requirements in (4) yield testable restrictions on the distributions of observables $(Y, D, W) \equiv (Y(D), D(W), W)$ (Balke and Pearl, 1994; Angrist and Imbens, 1995; Kitagawa, 2015) that may be mapped into (1). Specifically, assuming for simplicity that $Y$ has discrete support $K$, and letting $j^c \equiv 1 - j$, we note (4) yields

$$
P(Y \in B, D = j | W = 0) = \sum_{l \in \{0, 1\}, l \geq j} \sum_{(m,k) \in B \times K} P((Y(j), Y(j^c), D(0), D(1)) = (m, k, j, l))
$$

$$
P(Y \in B, D = j | W = 1) = \sum_{l \in \{0, 1\}, l \leq j} \sum_{(m,k) \in B \times K} P((Y(j), Y(j^c), D(0), D(1)) = (m, k, j, l))
$$

$$
1 = \sum_{l,j \in \{0, 1\}, l \geq j} \sum_{m,k \in K} P((Y(0), Y(1), D(0), D(1)) = (m, k, j, l))
$$

for any set $B$. These restrictions may be written as $\beta(P) = Ax$ with $x \geq 0$ denoting the distribution of $(Y(0), Y(1), D(0), D(1))$. For $K$ the number of support points of $Y$, in this problem $d = 3K^2$ and $p$ is as large as $4K + 1$. For instance, in estimating the distribution of compliers in Angrist and Krueger (1991), Imbens and Rubin (1997) let $W$ indicate fourth quarter birth and discretize log weekly earning into 55 bins, yielding $d = 9075$ and $p = 221$. As in Example 2.1, we may also construct confidence intervals for linear functionals of the distribution of $(Y(0), Y(1), D(0), D(1))$ such as the average treatment effect (Balke and Pearl, 1997; Laffers, 2019; Machado et al., 2019; Kamat, 2019; Bai et al., 2020).

Example 2.3. (Duration Models). In studying the efficacy of President Nixon’s war on cancer, Honoré and Lleras-Muney (2006) employ the competing risks model

$$
(T^*, I) = \begin{cases} 
(m \{S_1, S_2\}, \arg \min \{S_1, S_2\}) & \text{if } W = 0 \\
(m \\alpha S_1, \beta S_2), \arg \min \{\alpha S_1, \beta S_2\}) & \text{if } W = 1
\end{cases}
$$

where $(S_1, S_2)$ represent duration until death due to cancer and cardio-vascular disease, $W \perp \perp (S_1, S_2)$ indicates the implementation of the war on cancer, and $(\alpha, \beta)$ are unknown parameters. The observed variables are $(T, I, W)$ where $T = t_k$
if \( t_k \leq T^* < t_{k+1} \) for \( k = 1, \ldots, M \) and \( t_{M+1} = \infty \), reflecting data sources often contain interval observations of duration. While \((\alpha, \beta)\) is partially identified, Honoré and Lleras-Muney (2006) show there are known finite sets \( S(\alpha, \beta) \) and \( S_{k,i,w}(\alpha, \beta) \subseteq S(\alpha, \beta) \) such that \((\alpha, \beta)\) belongs to the identified set if and only if

\[
\sum_{(s_1,s_2) \in S_{k,i,w}(\alpha, \beta)} f(s_1, s_2) = P(T = t_k, I = i|W = w),
\]

\[
\sum_{(s_1,s_2) \in S(\alpha, \beta)} f(s_1, s_2) = 1, \text{ and } f(s_1, s_2) \geq 0 \text{ for all } (s_1, s_2) \in S(\alpha, \beta), \quad (5)
\]

for some distribution \( f \) on \( S(\alpha, \beta) \), and where the first equality must hold for all \( 1 \leq k \leq M, i \in \{1, 2\}, \text{ and } w \in \{0, 1\} \). In the context of Honoré and Lleras-Muney (2006) empirical analysis, (5) yields \( p = 141 \) and \( d = 4900 \). It follows from (5) that testing whether a particular \((\alpha, \beta)\) belongs to the identified set is a special case of (1). Through test inversion, the results in this paper therefore allow us to construct a confidence region for the identified set that satisfies the coverage requirement proposed by Imbens and Manski (2004). Similarly, our results also apply to the dynamic discrete choice model of Honoré and Tamer (2006).

**Example 2.4. (Discrete Choice).** In their study of demand for health insurance in the California Affordable Care Act marketplace (Covered California), Tebaldi et al. (2019) assume a consumer’s utility for plan \( j \) equals \( V_j - p_j \), where \( V = (V_1, \ldots, V_J) \) is an unobserved vector of valuations and \( p = (p_1, \ldots, p_J) \) denotes post-subsidy prices. In Covered California, post-subsidy prices satisfy \( p = \pi(C) \) for some known function \( \pi \) and \( C \) a (discrete-valued) vector of individual characteristics. By decomposing \( C \) into subvectors \((W, S)\) and assuming \( V \) is independent of \( S \) conditional on \( W \), Tebaldi et al. (2019) show there is a finite partition \( V \) of \( \mathbb{R}^J \) and known sets \( V_j(p) \) such that observed plan choice \( Y \) satisfies

\[
P(Y = j|C = c) = \sum_{\nu \in V: \nu \in V_j(\pi(c))} \int_{\nu} f_{V|W}(v|w)dv \quad (6)
\]

for \( f_{V|W} \) the density of \( V \) conditional on \( W \). Moreover, counterfactuals such as the change in consumer surplus due to a change in subsidies, can be written as

\[
\sum_{\nu \in V} a(\nu) \int_{\nu} f_{V|W}(v|w)dv \quad (7)
\]

for known function \( a \). Arguing as in Example 2.1, it then follows from (6) and (7) that confidence regions for the desired counterfactuals may be obtained through
test inversion of hypotheses as in (1). In Tebaldi et al. (2019), the corresponding matrix $A$ has dimensions as high as $253 \times 15000$.

**Example 2.5. (Revealed Preferences).** Building on McFadden and Richter (1990), Kitamura and Stoye (2018) develop a nonparametric specification test for a random utility model (RUM). In the simplest setting they study, Kitamura and Stoye (2018) suppose there are $K$ goods and for each individual we observe the prices $p \in \mathbb{R}^K$ they faced, their budget set $\mathcal{B}(p) \equiv \{y \in \mathbb{R}^K_+ : p'y = 1\}$, and their chosen consumption bundle $Y \in \mathcal{B}(p)$. Under the assumption that $p$ has discrete support $\{p_1, \ldots, p_J\}$, the authors build a finite partition $\mathcal{V}$ of $\bigcup_{j=1}^J \mathcal{B}(p_j)$ which they use to show the distribution $P$ of $(Y, p)$ is compatible with RUM if and only if $\beta(P) = Ax$ for some $x \geq 0$ – here, each coordinate of $\beta(P)$ equals $P(Y \in \mathcal{V}|p = p_j)$ for some $\mathcal{V} \in \mathcal{V}$, each column of $A$ represents a rationalizable non-stochastic demand system, and $x$ represents a vector of probabilities. Kitamura and Stoye (2018) propose a test for (1) and implement it using the U.K. Family Expenditure Survey – an application in which $p$ and $d$ can be as large as 79 and 313440. We note, however, that the arguments establishing the asymptotic validity of their test rely on a key restriction on $A$: That $(a_1 - a_0)'(a_2 - a_0) \geq 0$ for any distinct column vectors $(a_0, a_1, a_2)$ of $A$. While this restriction is satisfied in the application that motivates Kitamura and Stoye (2018) and related work (Manski, 2014; Deb et al., 2017; Lazzati et al., 2018), it can fail in our previous examples.

### 3 Geometry of the Null Hypothesis

In this section, we obtain a geometric characterization of the condition that a $\beta \in \mathbb{R}^p$ satisfies $\beta = Ax$ for some $x \geq 0$. This characterization yields an alternative formulation of the null hypothesis that guides the construction of our test.

We view $A$ as a linear map from $\mathbb{R}^d$ to $\mathbb{R}^p$, with range $R \equiv \{b \in \mathbb{R}^p : b = Ax \text{ for some } x \in \mathbb{R}^d\}$ and null space $N \equiv \{x \in \mathbb{R}^d : Ax = 0\}$. It will also be helpful to introduce the orthocomplement to $N$, which we denote by $N^\perp \equiv \{y \in \mathbb{R}^d : \langle y, x \rangle = 0 \text{ for all } x \in N\}$, where $\langle v, u \rangle \equiv v'u$ for any vectors $v, u$. The orthocomplement $N^\perp$ satisfies the following well-known property.

**Lemma 3.1.** If $\beta \in R$, then there is a unique $x^* \in N^\perp$ satisfying $\beta = Ax^*$.

Provided $\beta \in R$, Lemma 3.1 and the orthogonality of $N$ and $N^\perp$ imply that the set of solutions to $Ax = \beta$ is given by $x^* + N$. Hence, the restriction that
\[ \beta = Ax \text{ for some } x \geq 0 \text{ is equivalent to two conditions: (i) } \beta \in \mathbb{R} \text{ and (ii) } x^* + N \text{ intersects the positive orthant, } \mathbb{R}^d_+; \text{ i.e., (i) ensures some solution to the equation } Ax = \beta \text{ exists, while (ii) ensures a (weakly) positive solution exists. Our next result shows these requirements are equivalent to a system of linear equalities (in } \mathbb{R}^p \text{) and inequalities (in } \mathbb{R}^d \text{) whose validity is computationally easier to verify.} \]

**Theorem 3.1.** For any \( \beta \in \mathbb{R}^p \) there exists an \( x \geq 0 \) satisfying \( Ax = \beta \) if and only if \( \beta \in \mathbb{R} \) and \( \langle s, x^* \rangle \leq 0 \) for all \( s \in N^\perp \cap \mathbb{R}^d \).

The proof of Theorem 3.1 is based on Farkas’ Lemma, which can be viewed as an implication of the separating hyperplane theorem. Observe that \( Ax = \beta \) for some \( x \geq 0 \) if and only if there does not exist a hyperplane that separates \( \beta \) from the conic hull generated by the columns of \( A \) (i.e., \( \{Ax : x \geq 0\} \)). Theorem 3.1 translates this requirement (in \( \mathbb{R}^p \)) into the requirement that there does not exist a vector \( s \) in the range of \( A^\dagger \) (equivalently, \( N^\perp \)) that separates \( x^* \) from the positive orthant (in \( \mathbb{R}^d \)).

## 4 The Test

The results in Section 3 imply that the null hypothesis in (1) holds if and only if \( \beta(P) \in \mathbb{R} \) and the unique element \( x^*(P) \in N^\perp \) solving \( \beta(P) = A(x^*(P)) \) satisfies \( \langle s, x^*(P) \rangle \leq 0 \) for all \( s \in N^\perp \cap \mathbb{R}^d \). Based on this characterization, we next develop a test that is computationally feasible when \( p \) and/or \( d \) are large.

### 4.1 The Test Statistic

In what follows, we let \( A^\dagger \) denote the Moore-Penrose pseudoinverse of \( A \), which is a \( d \times p \) matrix implicitly defined for any \( b \in \mathbb{R}^p \) through the optimization problem

\[
A^\dagger b \equiv \arg \min_{x \in \mathbb{R}^d} \|x\|_2 \text{ s.t. } x \in \arg \min_{\hat{x} \in \mathbb{R}^d} \|A\hat{x} - b\|_2; \]

i.e., \( A^\dagger b \) is the minimum norm minimizer of \( \|Ax - b\|_2 \) over \( x \), where \( \|v\|_q \equiv (\sum_{i=1}^k |v_i|^q)^{1/q} \) for any vector \( v \equiv (v_1, \ldots, v_k)' \) and \( 1 \leq q \leq \infty \). Importantly, \( A^\dagger b \) is defined even if there is no \( x \in \mathbb{R}^d \) satisfying \( Ax = b \) or the solution is not unique. It is also helpful to note that \( A^\dagger \) is a map from \( \mathbb{R}^p \) onto \( N^\perp \) (Luenberger, 1969).
We assume that there is an estimator $\hat{\beta}_n$ of $\beta(P)$ that is constructed from an i.i.d. sample $\{Z_i\}_{i=1}^n$ with $Z_i \in \mathbf{Z}$ distributed according to $P \in \mathbf{P}$. Since $\beta(P) \in R$ under the null hypothesis, Lemma 3.1 implies $x^*(P) = A^\dagger \beta(P)$ for any $P \in \mathbf{P}_0$. This observation suggests employing $\hat{x}_n^* = A^\dagger \hat{\beta}_n$ as an estimator for $x^*(P)$, which we focus on for ease of exposition. We note, however, that when $d < p$, the analysis in Chen and Santos (2018) implies employing such an estimator may be inefficient. In such instances, it may be preferable to implement our test with alternative minimum distance estimators of $\hat{x}_n^*$; see Fang et al. (2021) for details.

To devise a test based on Theorem 3.1 we first note that since the range of $A^\dagger$ equals $N^\perp$, the condition $\langle s, x^*(P) \rangle \leq 0$ for all $s \in N^\perp \cap R_d$ is equivalent to

$$\langle A^\dagger s, x^*(P) \rangle \leq 0 \quad \text{for all} \quad s \in R_p \quad \text{s.t.} \quad A^\dagger s \leq 0 \quad \text{(in} \quad R_d) \quad (8)$$

Therefore, to detect violations of condition (8) we introduce the statistic

$$\sup_{s \in \mathcal{V}^i} \sqrt{n} \langle A^\dagger s, \hat{x}_n^* \rangle \quad \text{where} \quad \mathcal{V}^i \equiv \{ s \in R_p : A^\dagger s \leq 0 \text{ and } \|\Omega^i (AA^\dagger)^\dagger s\|_1 \leq 1 \}. \quad (9)$$

Here, $\Omega^i$ is a $p \times p$ symmetric matrix and the “i” superscript alludes to the relation to the “inequality” condition in Theorem 3.1 (i.e., (8)). The inclusion of a norm constraint in $\mathcal{V}^i$ ensures the statistic in (9) is not infinite with positive probability. The introduction of $\Omega^i$ in (9) provides flexibility in the family of test statistics we examine. For ease of exposition, we focus on the case in which $\Omega^i$ is not stochastic. Our results can be extended to allow $\Omega^i$ to depend on the data, as is needed to let $\Omega^i$ be an estimator of the asymptotic standard deviation of $\sqrt{n} A \hat{x}_n^*$ - a choice that we employ in simulations because it ensures (9) is scale-invariant. We state the additional assumptions required for such an extension at the start of the Appendix and refer the reader to Fang et al. (2021) for the relevant analysis.

By Theorem 3.1, any $P \in \mathbf{P}_0$ must satisfy $\beta(P) \in R$ in addition to (8). To detect violations of this second requirement, we introduce the statistic

$$\sup_{s \in \mathcal{V}^e} \sqrt{n} \langle s, \hat{\beta}_n - A \hat{x}_n^* \rangle \quad \text{where} \quad \mathcal{V}^e \equiv \{ s \in R_p : \|\Omega^e s\|_1 \leq 1 \}. \quad (10)$$

Here, $\Omega^e$ is a $p \times p$ symmetric matrix and the “e” superscript alludes to the relation to the “equality” condition in Theorem 3.1 (i.e., $\beta(P) \in R$). In particular, note that if $\Omega^e = I_p$, then (10) equals $\sqrt{n} \|\hat{\beta}_n - A \hat{x}_n^*\|_\infty$. For ease of exposition we again assume $\Omega^e$ to be non-stochastic. In applications in which $d \geq p$ and $A$ is full rank, the requirement $\beta(P) \in R$ is automatically satisfied and (10) is identically zero.
For our test statistic $T_n$, we use the maximum of the statistics in (9) and (10):

$$T_n \equiv \max \{ \sup_{s \in V} \sqrt{n} \langle s, \hat{\beta}_n - A\hat{x}_n^* \rangle, \sup_{s \in V} \sqrt{n} \langle A^\dagger s, \hat{x}_n^* \rangle \},$$  

which can be computed through linear programming. A variety of alternative test statistics can of course be motivated by Theorem 3.1. A couple of remarks are therefore in order as to why our interest on high-dimensional applications has led us to employ $T_n$. Focusing on (9) for conciseness, note that it is a special case of

$$\sup_{s \in \mathbb{R}^p} \sqrt{n} \langle A^\dagger s, \hat{x}_n^* \rangle \text{ s.t. } A^\dagger s \leq 0 \text{ and } \omega(s) \leq 1,$$

where $\omega$ is a convex weight function satisfying $\omega(s) = \omega(-s)$, $\omega(s) \geq 0$, and $\omega(\gamma s) = \gamma \omega(s)$ for any $\gamma \geq 0$ – e.g., to recover (9) set $\omega(s) = \|\Omega^i(AA')^\dagger s\|_1$. The linearity of the objective and the homogeneity of $\omega$ imply that (12) in fact equals

$$\max \{ 0, \sup_{s \in \mathbb{R}^p} \frac{\sqrt{n} \langle A^\dagger s, \hat{x}_n^* \rangle}{\omega(s)} \text{ s.t. } A^\dagger s \leq 0 \text{ and } \omega(s) > 0 \}.$$  

Representation (13) shows that (12) implicitly weights each term $\sqrt{n} \langle A^\dagger s, \hat{x}_n^* \rangle$ while remaining computationally tractable – i.e., (12) can be computed by convex programming, while (13) cannot. For instance, if we set $\omega(s) = \|\Omega^i(\sqrt{n} A\hat{x}_n^*)\|_2$ with $\Omega^i$ the standard deviation of $\sqrt{n} A\hat{x}_n^*$, then $\omega(s) = \text{Var}\{\sqrt{n} \langle A^\dagger s, \hat{x}_n^* \rangle\}^{1/2}$ and by (13) the statistic in (12) implicitly studentizes. In (9), we instead use the weighting $\omega(s) = \|\Omega^i(\sqrt{n} A\hat{x}_n^*)\|_1$ because: (i) It ensures (9) is a linear program, which scales better than a quadratically-constrained program; and (ii) Using a $\| \cdot \|_1$-constraint allows us to obtain distributional approximations using coupling arguments under $\| \cdot \|_\infty$, which are available under weaker conditions on $p$ than under $\| \cdot \|_2$. Nonetheless, we emphasize that in certain applications, a researcher may prefer to use weighting functions such as $\omega(s) = \|\Omega^i(\sqrt{n} A\hat{x}_n^*)\|_2$ instead. We expect that, under suitable restrictions, a version of our test that simply replaces $\|\Omega^i(\sqrt{n} A\hat{x}_n^*)\|_1$ with the desired $\omega(s)$ everywhere will be asymptotically valid.

4.2 The Distribution

We next introduce assumptions that enable us to approximate the distribution of $T_n$. Unless otherwise stated, all quantities are allowed to depend on $n$.

Assumption 4.1. (i) $\{Z_i\}_{i=1}^n$ are i.i.d. with $Z_i \in \mathbb{Z}$ and $Z_i \sim P \in \mathbb{P}$; (ii) There
are $ψ(·, P) : Z → R^p$ and $ψ(·, P) : Z → R^p$ satisfying uniformly in $P ∈ P$

$$\|(Ω^e)^\dagger\{(Ip − AA^\dagger)\sqrt{n}\{\hat{β}_n − β(P)\} − \frac{1}{\sqrt{n}}\sum_{i=1}^n ψ(Z_i, P)\}\|_∞ = O_P(a_n)$$

$$\|(Ω^i)^\dagger\{AA^\dagger\sqrt{n}\{\hat{β}_n − β(P)\} − \frac{1}{\sqrt{n}}\sum_{i=1}^n ψ(Z_i, P)\}\|_∞ = O_P(a_n).$$

**Assumption 4.2.** For $Σ(P) ≡ E_P[ψ(Z, P)ψ(Z, P)']$: (i) $E_P[ψ(Z, P)] = 0$ for all $P ∈ P$ and $j ∈ \{e, i\}$; (ii) The eigenvalues of $(Ω^i)^\dagger Σ(P)(Ω^i)^\dagger$ are bounded in $j ∈ \{e, i\}$, $n$, and $P ∈ P$; (iii) $Ψ(z, P) ≡ \|(Ω^e)^\dagger ψ(z, P)\|_∞ ∨ \|(Ω^i)^\dagger ψ(z, P)\|_∞$ satisfies $\sup_{P ∈ P} \|Ψ(·, P)\|_{P, 3} ≤ M_{3,Ψ} < ∞$ with $M_{3,Ψ} ≥ 1$; (iv) $Ω^i, Ω^e$ are symmetric.

**Assumption 4.3.** (i) $ψ(Z, P) ∈ \text{range}\{Ω^i\}$ $P$-almost surely for all $P ∈ P$ and $j ∈ \{e, i\}$; (ii) $(Ip − AA^\dagger)\{\hat{β}_n − β(P)\} ∈ \text{range}\{Σ^e(P)\}$ and $AA^\dagger \{\hat{β}_n − β(P)\} ∈ \text{range}\{Σ^i(P)\}$ with probability tending to one uniformly in $P ∈ P$.

Assumption 4.1(ii) requires our estimators to be asymptotically linear with influence functions whose moments are disciplined by Assumption 4.2(i)-(iii). In Assumption 4.2(iv) we additionally impose that the weighting matrices be symmetric. Finally, Assumption 4.3(i) is a mild regularity condition that ensures the approximating distribution is not infinite with positive probability. For similar reasons, Assumption 4.3(ii) ensures that the supports of our estimators are contained in the supports of their Gaussian approximations.

For $ψ(·, P)$ and $ψ(·, P)$ the influence functions in Assumption 4.1(ii) we set $ψ(Z, P) = (ψ(Z, P)', ψ(Z, P)')'$ and let $Σ(P) = E_P[ψ(Z, P)ψ(Z, P)']$. For notational simplicity we also define the rate $r_n ≡ M_{3,Ψ}(p^2 \log^5(1 + p)/n)^{1/6} + a_n$. Our next theorem gives a distributional approximation for $T_n$ that, under appropriate moment conditions, is valid uniformly in $P ∈ P_0$ provided $p^2 \log^5(p)/n = o(1)$.

**Theorem 4.1.** Let Assumptions 4.1, 4.2, 4.3 hold, and $r_n = o(1)$. Then, there is $(G^e_n(P)', G^i_n(P)')' = G_n(P) ∼ N(0, Σ(P))$ such that uniformly in $P ∈ P_0$

$$T_n = \max_{s ∈ V^e} \sup_{s ∈ V^e} \{\sup_{s ∈ V^e} \langle s, G^e_n(P) \rangle, \sup_{s ∈ V^e} \langle A^\dagger s, A^\dagger G^i_n(P) \rangle + \sqrt{n} \langle A^\dagger s, A^\dagger β(P) \rangle\} + O_P(r_n).$$

The asymptotic approximation in Theorem 4.1 depends on linear programs whose solutions must be attained at one of a finite number of extreme points. It follows that $T_n$ is asymptotically equivalent to the maximum of a Gaussian vector – an observation that suggests a connection to the high-dimensional central limit
Theorem of Chernozhukov et al. (2019). The proof of Theorem 4.1, however, does not rely on Chernozhukov et al. (2019) because the number of extreme points depends on $A$ in a non-transparent way and upper bounds, such as that in McMullen (1970), are exponential in $p$. Nonetheless, we note that for certain $A$ and $\hat{\beta}_n$, Chernozhukov et al. (2019) may yield better coupling rates than Theorem 4.1 and allow $p$ to be larger than $n$. On the other hand, we should not expect such conditions to apply when $\hat{\beta}_n$ is a vector of empirical probabilities as in Examples 2.2-2.5 – a setting we expect to at least require $p/n = o(1)$.

4.3 The Critical Value

To obtain a critical value, we assume the availability of “bootstrap” estimates $(\hat{G}_e^{n'}, \hat{G}_i^{n'})$ for the distribution of $(G_e^n(P)' , G_i^n(P)')'$. Given such estimates, we may follow a number of approaches for obtaining critical values; see, e.g., Section 4.4.1. Below we focus on an approach that has favorable power properties in simulations.

Step 1. First, we observe that the main challenge in employing Theorem 4.1 for inference is the presence of the nuisance function $f(\cdot, P): \mathbb{R}^p \to \mathbb{R}$ given by

$$f(s, P) \equiv \sqrt{n} \langle A^\dagger s, A^\dagger \beta(P) \rangle. \quad (14)$$

While $f(\cdot, P)$ cannot be consistently estimated, we can construct a suitable upper bound for it. To this end, we note that in applications some coordinates of $\beta(P)$ may be known; see Section 2. We therefore decompose $\beta(P) = (\beta_u(P)' , \beta_k')'$ where $\beta_k$ is a known constant, and similarly decompose any $b \in \mathbb{R}^p$ into subvectors of conformable dimensions $b = (b_u', b_k')'$. We then define the restricted estimator

$$\hat{\beta}_n^r \in \arg \min_{b=(b_u', b_k')} \sup_{s \in \mathcal{V}} \| \langle A^\dagger s, \hat{x}_n^* - A^\dagger b \rangle \| \text{ s.t. } b_k = \beta_k, \ Ax = b \text{ for some } x \geq 0, \quad (15)$$

which may be computed through linear programming; see Appendix ???. Since $f(s, P) \leq 0$ for all $s \in \mathcal{V}$ and $P \in \mathcal{P}_0$ by Theorem 3.1, it follows that under the null hypothesis $\lambda_n f(s, P) \geq f(s, P)$ for any $\lambda_n \leq 1$ and $s \in \mathcal{V}$. We therefore set

$$\hat{U}_n(s) \equiv \lambda_n \sqrt{n} \langle A^\dagger s, A^\dagger \hat{\beta}_n^r \rangle, \quad (16)$$

which is a consistent estimator for $\lambda_n f(s, P)$ provided $\lambda_n \downarrow 0$ at a suitable rate – we discuss choices of $\lambda_n$ in Remark 4.2. The upper bound $\hat{U}_n$ reflects the structure of the null hypothesis in that: (i) $\hat{U}_n(s) \leq 0$ for all $s \in \mathcal{V}$ and (ii) There is a $b \in \mathbb{R}^p$
satisfying $Ax = b$ for some $x \geq 0$ such that $\hat{U}_n(s) = \sqrt{n} (A^\dagger s, A^\dagger b)$. ■

**Step 2.** The asymptotic approximation from Theorem 4.1 is increasing (in a first-order stochastic dominance sense) in $f(\cdot, P)$ (under the pointwise partial order). Hence, for a nominal level $\alpha$ test we may use the bootstrap quantile

$$c_n(1 - \alpha) \equiv \inf \{ u : P(\max_{s \in V^i} \langle s, \hat{\psi}^e_n \rangle, \sup_{s \in V^i} \langle A^\dagger s, A^\dagger \hat{\psi}^i_n \rangle + \hat{U}_n(s)) \leq u | \{ Z_i \}_{i=1}^n \geq 1 - \alpha \}$$

as a critical value for $T_n$. Computing $c_n(1 - \alpha)$ requires solving one linear program per bootstrap replication. We also note that because $0 \in V^i$, any $s \in V^i$ for which $\sqrt{n} (A^\dagger s, A^\dagger \beta(P))$ tends to minus infinity plays an asymptotically negligible role in the distributional approximation of Theorem 4.1. Our critical value reflects this structure because $\hat{U}_n(s)$ and $\lambda_n \sqrt{n} (A^\dagger s, A^\dagger \beta(P))$ are asymptotically equivalent, and thus any $s$ for which $\lambda_n \sqrt{n} (A^\dagger s, A^\dagger \beta(P))$ tends to minus infinity plays an asymptotic negligible role in determining $c_n(1 - \alpha)$. E.g., in an asymptotic setting in which $P$ is fixed and $\lambda_n \sqrt{n} \to \infty$, any $s$ satisfying $\langle A^\dagger s, A^\dagger \beta(P) \rangle < 0$ plays a negligible role in both the distribution of $T_n$ and our bootstrap approximation. ■

Given the above definitions, we finally define $\phi_n \equiv 1 \{ T_n > c_n(1 - \alpha) \}$ as our test; i.e., we reject the null hypothesis whenever $T_n$ exceeds $c_n(1 - \alpha)$. To establish the asymptotic validity of this test, we impose one final assumption.

**Assumption 4.4.** (i) For exchangeable $\{ W_{i,n} \}_{i=1}^n$ independent of $\{ Z_i \}_{i=1}^n$ we have

$$\| (\Omega_j(P))^\dagger (\hat{\psi}^i_n - \frac{1}{\sqrt{n}} \sum_{i=1}^n (W_{i,n} - \bar{W}_n) \psi^j(Z_i, P)) \|_{\infty} = O_P(a_n)$$

uniformly in $P \in P$ for $j \in \{ e, i \}$ and $\bar{W}_n \equiv \sum_{i=1}^n W_{i,n}/n$; (ii) For some $a, b > 0$, $P(\| W_{1,n} - E[W_{1,n}] \| > t) \leq 2 \exp\{ -t^2/(b + at) \}$ for all $t \in R_+$ and $n$; (iii) $| \sum_{i=1}^n (W_{i,n} - \bar{W}_n)^2/n - 1 | = O_P(n^{-1/2})$ and $\sup_n E[|W_{1,n}|^3] < \infty$; (iv) For some $q \in (1, +\infty]$, $\sup_{P \in P} \| \Psi^2(\cdot, P) \|_{P,q} \leq M_q, q_2 < \infty$; (v) For $j \in \{ e, i \}$, $\hat{\psi}^i_n \in \text{range}(\Sigma_j(P))$ with probability tending to one uniformly in $P \in P$.

Assumption 4.4 accommodates a variety of resampling schemes, such as the nonparametric, Bayesian, score, or weighted bootstrap. In parallel to Assumption 4.1(ii), Assumption 4.4(i) imposes a linearization assumption on our bootstrap estimates. Assumptions 4.4(ii)(iii) state restrictions on the bootstrap weights that are satisfied by commonly used resampling schemes. Assumption 4.4(iv) strengthens the moment restrictions in Assumption 4.2(iii) (if $q > 3/2$) and is imposed to sharpen our estimates of the coupling rate for the bootstrap statistics.
Finally, Assumption 4.4(v) is a bootstrap analogue to Assumption 4.3(ii). These conditions suffice for showing that the distribution of \((\hat{G}^e_n, \hat{G}^i_n)\)' conditional on the data is suitably consistent for the distribution of \((G^e_n(P)', G^i_n(P)')\)' at a rate
\[
b_n \equiv \frac{\sqrt{p \log(1 + n) M_3(\psi)}}{n^{1/4}} + \left(\frac{p \log^{5/2}(1 + p) M_3(\psi)}{\sqrt{n}}\right)^{1/3} + \left(\frac{p \log^3(1 + p) n^{1/4} M_q(\psi)^2}{n}\right)^{1/4} + a_n;
\]
see Lemma A.5. In particular, under appropriate moment restrictions, the bootstrap is consistent provided \(p^2/n = o(1)\) (up to logs). The consistency of the exchangeable bootstrap when \(p\) grows with \(n\) is to our knowledge a novel result.

Before establishing the asymptotic validity of our test, we introduce some final pieces of notation. First, we note that the asymptotic approximation obtained in Theorem 4.1 contains two linear programs, whose solutions can be shown to belong to the sets \(E^e \equiv \{s \in \mathbb{R}^p : s \text{ is an extreme point of } \Omega^e \mathcal{V}^e\}\) and \(E^i \equiv \{s \in \mathbb{R}^p : s \text{ is an extreme point of } (AA')\mathcal{V}^i\}\). We also define \(\sigma^e(s, P) \equiv \{E_P[((s, (\Omega^e)G^e_n(P)))^2]\}^{1/2}\), \(\sigma^i(s, P) \equiv \{E_P[(s, (\mathcal{G}^i_n(P))^2]\}^{1/2}\), and set
\[
\hat{\sigma}(P) \equiv \max_{j \in \{e, i\}} \max_{s \in E^j} \sigma^j(s, P) \quad \quad \sigma(P) \equiv \min_{j \in \{e, i\}} \min_{s \in E^j : \sigma^j(s, P) > 0} \sigma^j(s, P)
\]
where we let \(\sigma(P) = +\infty\) if \(\sigma^j(s, P) = 0\) for all \(s \in E^j, j \in \{e, i\}\). For any random variable \(V \in \mathbb{R}\), let \(\text{med}\{V\}\) denote its median, and for any \(P \in \mathcal{P}\) define
\[
m(P) \equiv \text{med}\{\max_{s \in V^e} \sup_{s \in V^i} (A^\dagger s, A^\dagger G^i_n(P))\}.
\]
Lastly, we introduce the sequence \(\xi_n \equiv r_n \vee b_n \vee \lambda_n \sqrt{\log(1 + p)}\). Our next result establishes the asymptotic validity of the proposed test.

**Theorem 4.2.** Let Assumptions 4.1–4.4 hold, \(\alpha \in (0, 0.5]\), and \(0 \leq \lambda_n \leq 1\). If \(\xi_n\) satisfies \(\xi_n = o(1)\) and \(\sup_{P \in \mathcal{P}}(m(P) + \hat{\sigma}(P))/\sigma^2(P) = o(\xi_n^{-1})\), then
\[
\limsup_{n \to \infty} \sup_{P \in \mathcal{P}_n} E_P[\phi_n] \leq \alpha. \quad (17)
\]

Under additional requirements, it is possible to show (17) holds with equality. For instance, if \(p\) is fixed with \(n\) and \(\sqrt{n}/\lambda_n \to \infty\), then the limiting rejection probability of \(\phi_n\) tends to \(\alpha\) for any \(P\) on the “boundary” of \(\mathcal{P}_0\) – a result that, together with Theorem 4.2, implies the asymptotic size of our test equals \(\alpha\). We also note that Theorem 4.2 imposes a rate condition that constrains how \(p\) can grow with \(n\). This rate condition depends on \(A\) and the weighting matrices \(\Omega^e\).
and $\Omega^j$. As we show in Remark 4.1 below, it is possible to obtain universal (in $A$) bounds for $(m(P) + \bar{\sigma}(P))/\sigma^2(P)$ when setting $\Omega^j$ to be the standard deviation matrix of $\mathbb{G}_n^j(P)$ for $j \in \{e, i\}$. While such bounds provide sufficient conditions for the rate requirements in Theorem 4.2, we emphasize that they can be quite conservative for a specific $A$. Finally, we note that if, as in much of the literature, one considers the case in which $p$ is fixed with $n$, then Remark 4.1 implies Theorem 4.2 holds under Assumptions 4.1–4.4 and the requirements $\lambda_n \downarrow 0$ and $a_n = o(1)$.

**Remark 4.1.** Whenever $\Omega^j$ equals the standard deviation matrix of $\mathbb{G}_n^j(P)$ for $j \in \{e, i\}$, it is possible to obtain universal (in $A$) bounds on $\bar{\sigma}(P), \sigma(P)$, and $m(P)$. In particular, under such choice of $\Omega^j$, we have $p^{-1/2} \leq \sigma(P) \leq \bar{\sigma}(P) \leq 1$ and $m(P) \lesssim p^{-1/2}$. The resulting universal (in $A$) bound for $(m(P) + \bar{\sigma}(P))/\sigma^2(P)$, however, may be quite conservative for a specific $A$. ■

**Remark 4.2.** In simulations we find two choice of $\lambda_n$ to perform well. The first is to set $\Omega^j$ to be an estimate of the standard deviation matrix of $\mathbb{G}_n^j(P)$ and, based on the law of iterated logarithm, set $\lambda_n^p = 1/\sqrt{\log(e \vee p) \log(e \vee \log(e \vee n))}$. The second is to set $\lambda_n^b = \min\{1, 1/\hat{\tau}_n\}$ where $\hat{\tau}_n$ is the $1 - 1/\sqrt{\log(e \vee \log(e \vee n))}$ bootstrap quantile of $\sup_{s \in \mathcal{V}} \langle A^s, A^\dagger \hat{G}_n^i \rangle$, which typically is smaller than $\lambda_n^p$. ■

### 4.4 Extensions

#### 4.4.1 Two Stage Critical Value

We have focused on a particular choice of critical value due to its favorable power properties in simulations. An alternative critical value may be obtained by following Romano et al. (2014) and Bai et al. (2019). Specifically, we may set

$$
\hat{c}_n^{(1)}(1 - \gamma) \equiv \inf\{u : P(\sup_{s \in \mathcal{V}} \langle A^s - A^\dagger \hat{G}_n^i \rangle \leq u \mid \{Z_i\}_{i=1}^n) \geq 1 - \gamma\}
$$

for some $\gamma \in (0, \alpha)$ and define $\hat{\tilde{U}}_n(s) \equiv \min\{\sqrt{n} \langle A^s, \hat{\tau}_n^* \rangle + \hat{c}_n^{(1)}(1 - \gamma), 0\}$. The function $\hat{\tilde{U}}_n$ is an upper confidence region for $f(\cdot, P)$ (as in (14)) with uniform (in $P \in \mathcal{P}_0$) asymptotic coverage probability $1 - \gamma$. For a nominal level $\alpha$ test, we may then compare $T_n$ to the $1 - \alpha + \gamma$ bootstrap quantile of

$$
\max_{s \in \mathcal{V}} \{\sup_{s \in \mathcal{V}} \langle s, \hat{G}_n^e \rangle, \sup_{s \in \mathcal{V}} \langle A^s, A^\dagger \hat{G}_n^i \rangle + \hat{\tilde{U}}_n(s)\}.
$$
An appealing feature of the described test is that it does not require selecting $\lambda_n$. However, in simulations we find its power is lower than that of $\phi_n$. Intuitively, this is due to $\hat{U}_n$ not reflecting the structure of the null hypothesis in that it does not satisfy $\hat{U}_n(s) = \sqrt{n}\langle A^1 s, A^1 b \rangle$ for some $b$ such that $Ax = b$ with $x \geq 0$.

### 4.4.2 Alternative Sampling Frameworks

While we have focused on i.i.d. settings, we note that extensions to other asymptotic frameworks can be straightforward. Consider, for example, Andrews et al. (2019), who study a class of models in which the parameter of interest $\pi$ satisfies

$$E_p[G(D, \pi) - M(V, \pi)\delta | V] \leq 0 \text{ for some } \delta \in \mathbb{R}^{d_\delta} \quad (18)$$

where $G(D, \pi) \in \mathbb{R}^p$, $M(V, \pi)$ is a $p \times d_\delta$ matrix, and both are known functions of $(D, V, \pi)$. Andrews et al. (2019) observe that testing whether a specified value $\omega$ satisfies (18), is facilitated by conditioning on $\{V_i\}_{i=1}^n$. Similarly, setting $\delta^+ \equiv \delta \vee 0$ and $\delta^- \equiv -(\delta \wedge 0)$ for any $\delta \in \mathbb{R}^{d_\delta}$, we note that if $\pi_0$ satisfies (18), then

$$\frac{1}{n} \sum_{i=1}^n E_p[G(D, \pi_0) | V_i] = \frac{1}{n} \sum_{i=1}^n M(V_i, \pi_0)(\delta^+ - \delta^-) - \Delta \text{ for some } \Delta \in \mathbb{R}^p_+, \delta \in \mathbb{R}^{d_\delta},$$

which may be mapped into (1) after conditioning on $\{V_i\}_{i=1}^n$ by setting $\beta(P) \equiv \sum_i E_p[G(D, \pi_0) | V_i]/n$ – note $A$ does not depend on $P$ due to the conditioning on $\{V_i\}_{i=1}^n$. By letting $\hat{\beta}_n \equiv \sum_{i=1}^n G(D_i, \pi_0)/n$, our test remains largely the same, with the exception that $(\hat{\Omega}_n^\omega, \hat{\Omega}_n^\nu)$ must be consistent for the law of $(\Omega^\nu (I_p - AA^\dagger \hat{C}_n)\sqrt{n}\{\hat{\beta}_n - \beta(P)\} | \Omega^\nu)^\dagger, (\Omega^\dagger)^\dagger AA^\dagger \hat{C}_n\sqrt{n}\{\hat{\beta}_n - \beta(P)\})'$ conditional on $\{V_i\}_{i=1}^n$.

### APPENDIX

While we assumed $\Omega^\dagger$ and $\Omega^\nu$ to be non-stochastic for ease of exposition, we note Theorems 4.1 and 4.2 can be extended to allow for estimated weights. Writing $\Omega^\dagger(P)$ and $\Omega^\nu(P)$, such an extension requires that Assumptions 4.2-4.3 hold uniformly in $P$ with $\Omega^\dagger$ replaced by $\Omega^\dagger(P)$ and that their estimators $\hat{\Omega}_n^\dagger$ satisfy:

**Assumption A.1.** For $j \in \{e, i\}$: (i) $\hat{\Omega}_n^\dagger$ is symmetric; (ii) There is a symmetric matrix $\Omega^\dagger(P)$ satisfying $\|((\Omega^\dagger(P))^\dagger(\hat{\Omega}_n^\dagger - \Omega^\dagger(P)))\|_{o, \infty} = O_p(a_n/\sqrt{\log(1 + p)})$ uniformly in $P \in \mathcal{P}$; (iii) $\liminf_{n \to \infty} \inf_{P \in \mathcal{P}} P(\text{range}\{\hat{\Omega}_n^\dagger\} = \text{range}\{\Omega^\dagger(P)\}) = 1$. 
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Proof of Lemma 3.1: Follows from result 3F in Strang (1993) and $N^\perp$ equaling the range of $A'$ by Theorem 6.6.2 in Luenberger (1969).

Proof of Theorem 3.1: Fix any $\beta \in R$ and note that by Farkas’ Lemma (see, e.g., Corollary 5.85 in Aliprantis and Border (2006)) $\beta = A\hat{x}$ for some $\hat{x} \geq 0$ if and only if there does not exist a $y \in R^p$ satisfying $A'y \leq 0$ (in $R^d$) and $\langle y, \beta \rangle > 0$. In particular, the condition $\beta = A\hat{x}$ for some $\hat{x} \geq 0$ is equivalent to

$$\langle y, \beta \rangle \leq 0 \text{ for all } y \in R^p \text{ such that } A'y \leq 0 \text{ (in } R^d).$$

(A.1)

Next note there is a unique $x^* \in N^\perp$ satisfying $\beta = Ax^*$ by Lemma 3.1. Therefore, $\langle y, Ax^* \rangle = \langle A'y, x^* \rangle$, $\{A'y : y \in R^p \text{ and } A'y \leq 0\} = \{A'\} \cap R^d$, and range$\{A'\} = N^\perp$ by Theorem 6.6.3 in Luenberger (1969) imply

$$\langle s, x^* \rangle \leq 0 \text{ for all } s \in N^\perp \cap R^d$$

(A.2)

is equivalent to (A.1). In summary, if $\beta \in R$, then $\beta = A\hat{x}$ for some $\hat{x} \geq 0$ if and only if (A.2) holds and hence the theorem follows.

Proof of Theorem 4.1: First note that since $\beta(P) \in R$ for all $P \in P_0$ by Theorem 3.1, we have $AA^\dagger \beta(P) = \beta(P)$ and therefore $\hat{x}_n^* = A^\dagger \hat{\beta}_n$ yields that

$$\sup_{s \in V^e} \sqrt{n} \langle s, \hat{\beta}_n - A\hat{x}_n^* \rangle = \sup_{s \in V^e} \langle s, (I_p - AA^\dagger)\sqrt{n}(\hat{\beta}_n - \beta(P)) \rangle$$

(A.3)

for all $P \in P_0$. Similarly, employing that $A^\dagger AA^\dagger = A^\dagger$ (see Proposition 6.11.1(5) in Luenberger (1969)) together with $\hat{x}_n^* = A^\dagger \hat{\beta}_n$ implies for all $P \in P_0$ that

$$\sup_{s \in V^i} \sqrt{n} \langle A^\dagger s, \hat{x}_n^* \rangle = \sup_{s \in V^i} \langle A^\dagger s, A^\dagger AA^\dagger \sqrt{n}(\hat{\beta}_n - \beta(P)) \rangle + \sqrt{n} \langle A^\dagger s, A^\dagger \beta(P) \rangle.$$  

(A.4)

Next note that Assumption 4.3(i) implies range$\{\Sigma^i(P)\} \subseteq \text{range}\{\Omega^i\}$ for $j \in \{e, i\}$. Therefore, Assumption 4.3(ii) implies $(I_p - AA^\dagger)\sqrt{n}(\hat{\beta}_n - \beta(P)) \in \text{range}\{\Omega^e\}$ and $AA^\dagger \sqrt{n}(\hat{\beta}_n - \beta(P)) \in \text{range}\{\Omega^i\}$ with probability tending to one uniformly in $P \in P$. Hence, by Lemma A.4 we may apply Lemma A.2 with $\hat{\Sigma}_n^e(P) = (I_p - AA^\dagger)\sqrt{n}(\hat{\beta}_n - \beta(P))$, $\hat{\Sigma}_n^i(P) = AA^\dagger \sqrt{n}(\hat{\beta}_n - \beta(P))$, and $\hat{I}_n(s, P) = \sqrt{n}(\langle A^\dagger s, A^\dagger \beta(P) \rangle)$, which together with results (A.3) and (A.4) establish the claim of the theorem.

Proof of Theorem 4.2: For notational simplicity we first set $\eta \equiv 1 - \alpha$ and define

$$M_n(s, P) \equiv \langle A^\dagger s, A^\dagger G_n^i(P) \rangle \quad U_n(s, P) \equiv \sqrt{n} \langle A^\dagger s, A^\dagger \beta(P) \rangle$$

(A.5)

$$A_n^e(s, P) \equiv \langle s, (\Omega^e)^\dagger G_n^e(P) \rangle \quad A_n^i(s, P) \equiv \langle s, G_n^i(P) + \sqrt{n} \beta(P) \rangle.$$  

(A.6)
and set sequences $\ell_n \downarrow 0$ and $\tau_n \uparrow 1$ to satisfy $r_n \vee b_n \vee \lambda_n \sqrt{\log(1 + p)} = o(\ell_n)$ and

$$\sup_{P \in \mathcal{P}} (m(P) + \tilde{\sigma}(P) z_{\tau_n}) / \tilde{\sigma}^2(P) = o(\ell_n^{-1}).$$ (A.7)

where $z_{\tau_n}$ is the $\tau_n$ quantile of $N(0, 1)$. Also set $\varepsilon > 0$ to satisfy $\eta - \varepsilon > 0.5$ and

$$E_n(P) \equiv \{ \hat{c}_n(\eta) \geq (\tilde{\sigma}(P) z_{\eta - \varepsilon}) / 2, \ U_n(s, P) \leq \tilde{U}_n(s) + \ell_n \text{ for all } s \in \mathcal{V}^i \}. \quad \text{(A.8)}$$

Next, note that $0 \in \mathcal{V}^e$ and $0 \in \mathcal{V}^i$ imply $\hat{c}_n(\eta) \geq 0$. Therefore, $\phi_n = 1$ implies $T_n > 0$, which together with Lemma A.6 implies the theorem is immediate on $\mathcal{D}_0 = \{ P \in \mathbb{P}_0 : \sigma^j(s, P) = 0 \text{ for all } s \in \mathcal{E}^i \text{ and all } j \in \{e, i\} \}$. Hence, without loss of generality, we assume that for all $P \in \mathbb{P}_0$, $\sigma^j(s, P) > 0$ for some $s \in \mathcal{E}^i$ and $j \in \{e, i\}$. Furthermore, since $\phi_n = 1$ implies $T_n > 0$, Lemmas A.1 and A.3 yield

$$\lim\sup_{n \to \infty} \sup_{P \in \mathbb{P}_0} P(\phi_n = 1) = \lim\sup_{n \to \infty} \sup_{P \in \mathbb{P}_0} P(T_n > \hat{c}_n(\eta); E_n(P)). \quad \text{(A.9)}$$

Moreover, for $j \in \{e, i\}$, $\mathcal{G}_n^j(P) \in \text{range}\{\mathcal{S}^j(P)\} \subseteq \text{range}\{\mathcal{O}^j\}$ by Theorem 3.6.1 in Bogachev (1998) and Assumption 4.3(i). Hence, $\mathcal{O}^j(\mathcal{O}^j)^\dagger \mathcal{G}_n^j(P) = \mathcal{G}_n^j(P)$ for $j \in \{e, i\}$, which together with Hölder’s inequality, symmetry of $\mathcal{O}^j$, the definitions of $\mathcal{V}^e$ and $\mathcal{V}^i$, and $U_n(s, P) \leq 0$ for $s \in \mathcal{V}^i$ and $P \in \mathbb{P}_0$ by Theorem 3.1 imply

$$\sup_{s \in \mathcal{V}^e} \langle s, \mathcal{G}_n^e(P) \rangle = \sup_{s \in \mathcal{V}^e} \langle \Omega^e s, (\Omega^e)^\dagger \mathcal{G}_n^e(P) \rangle < \infty$$

$$\sup_{s \in \mathcal{V}^i} \mathcal{M}_n(s, P) + U_n(s, P) = \sup_{s \in \mathcal{V}^i} \langle \Omega^i (\Omega^i)^\dagger s, (\Omega^i)^\dagger \mathcal{G}_n^i(P) \rangle + \mathcal{U}_n(s, P) < \infty.$$ 

Thus, by Theorem 4.1 and Lemmas A.10, A.11 we obtain uniformly in $P \in \mathbb{P}_0$

$$T_n = \max_{s \in \mathcal{E}^i} \mathcal{A}_n^e(s, P) \lor \max_{s \in \mathcal{E}^i} \mathcal{A}_n^i(s, P) + O_P(r_n). \quad \text{(A.10)}$$

Next define $c_n^{(1)}(\tau, P) \equiv \inf\{ u : P(\sup_{s \in \mathcal{V}^i} \mathcal{M}_n(s, P) \leq u) \geq \tau \}$ for any $\tau \in (0, 1)$ and set $\mathcal{E}^{i, \tau}(P) \equiv \{ s \in \mathcal{E}^i : -(s, \sqrt{n} \beta(P)) \leq c_n^{(1)}(\tau, P) \}$. Since $0 \in \mathcal{V}^i$ implies $c_n^{(1)}(\tau, P) \geq 0$, Lemma A.11 yields $0 \in \mathcal{E}^{i, \tau}(P)$ and therefore we have

$$P(\max_{s \in \mathcal{E}^i} \mathcal{A}_n^e(s, P) = \max_{s \in \mathcal{E}^{i, \tau}(P)} \mathcal{A}_n^i(s, P))$$

$$\geq P(\max_{s \in \mathcal{E}^{i, \tau}(P)} \mathcal{A}_n^i(s, P) \leq 0) \geq P(\sup_{s \in \mathcal{V}^i} \mathcal{M}_n(s, P) \leq c_n^{(1)}(\tau, P)) \geq \tau, \quad \text{(A.11)}$$

where the second and final inequalities hold by definitions of $\mathcal{E}^{i, \tau}(P)$ and $c_n^{(1)}(\tau, P)$, and $\mathcal{E}^i \subseteq (\Omega^i)^\dagger \mathcal{V}^i$. Next define the sets $\mathcal{C}_n(e, P) \equiv \mathcal{E}^e$ and $\mathcal{C}_n(i, P) \equiv \mathcal{E}^{i, \tau_n}(P)$ and
note that results (A.9), (A.10), (A.11), \( \tau_n \uparrow 1 \), and \( r_n = o(\ell_n) \) imply that

\[
\limsup_{n \to \infty} \sup_{P \in P_0} P(\phi_n = 1) \leq \limsup_{n \to \infty} \sup_{P \in P_0} P(\max_{(j,s) \in A_n(P)} A_n^1(s,P) > \hat{c}_n(\eta) - \ell_n; E_n(P)).
\]

(A.12)

Defining \( A_n(P) \equiv \{(j,s) : j \in \{e,i\}, s \in C_n(j,P), \sigma^j(s,P) > 0\} \), then note that, by (A.7), \( E_n(P) \) implies \( \hat{c}_n(\eta) - \ell_n > 0 \) for \( n \) sufficiently large. Since \( E[\hat{A}_n^1(s,P)] = 0 \) for all \( s \in \mathcal{E}^e \), while \( E[\hat{A}_n^1(s,P)] \leq 0 \) for all \( s \in \mathcal{E}^{i,\tau_n}(P) \) due to \( \langle (AA')^1, \beta(P) \rangle \leq 0 \) for all \( s \in \mathcal{V}^i \) by Theorem 3.1, (A.12) yields the theorem if \( A_n(P) = \emptyset \). Hence, assuming without loss of generality \( A_n(P) \neq \emptyset \), we obtain

\[
\limsup_{n \to \infty} \sup_{P \in P_0} P(\phi_n = 1) \leq \limsup_{n \to \infty} \sup_{P \in P_0} P(\max_{(j,s) \in A_n(P)} A_n^1(s,P) > \hat{c}_n(\eta) - \ell_n; E_n(P)).
\]

(A.13)

By Lemma A.5 there is a \((\mathbb{G}_n^*,P)' \), \((\mathbb{G}_n^{*,P})' \) \( \equiv \mathbb{G}_n^*(P) \sim N(0,\Sigma(P)) \), independent of \( \{Z_{ij}\}_{i=1}^n \), and satisfying \( \|((\Omega^j)^1)\{\hat{G}_n^j - \mathbb{G}_n^{j,*}\}\|_\infty = O_P(b_n) \) uniformly in \( P \in P \) for \( j \in \{e,i\} \). Thus, by Lemma A.2 and arguing as in (A.10) we get

\[
\max_{s \in \mathcal{V}^e}(\{s,\hat{G}_n^e(s),\sup_{s \in \mathcal{V}^i}(A^1s,A^1\hat{G}_n^i) + U_n(s,P)\}) = \max_{s \in \mathcal{V}^e}(\{s,\mathbb{G}_n^*(P),\sup_{s \in \mathcal{V}^i}(A^1s,A^1\hat{G}_n^i) + U_n(s,P)\}) + O_P(b_n)
\]

(A.14)

uniformly in \( P \in P_0 \). Setting \( c_n^{(2)}(\eta, P) \equiv \inf \{u : P(\max_{(j,s) \in A_n(P)} A_n^1(s,P) \leq u) \geq \eta\} \), we then obtain from results (A.13) and (A.14), \( E_n(P) \) implying that \( \hat{c}_n(\eta) \) is bounded from below by the conditional on \( \{Z_{ij}\}_{i=1}^n \) \( \eta \) quantile of

\[
\max_{s \in \mathcal{V}^e}(\{s,\hat{G}_n^e(s),\sup_{s \in \mathcal{V}^i}(A^1s,A^1\hat{G}_n^i) + U_n(s,P)\}) - \ell_n,
\]

\( \mathbb{G}_n(P) \) and \( \mathbb{G}_n^*(P) \) sharing the same distribution, \( \mathbb{G}_n^*(P) \) being independent of \( \{Z_{ij}\}_{i=1}^n \), Lemma 11 in Chernozhukov et al. (2013), and \( b_n = o(\ell_n) \) that

\[
\limsup_{n \to \infty} \sup_{P \in P_0} P(\phi_n = 1) \leq \limsup_{n \to \infty} \sup_{P \in P_0} P(\max_{(j,s) \in A_n(P)} A_n^1(s,P) > c_n^{(2)}(\eta_n, P) - 3\ell_n)
\]

(A.15)

for some \( \eta_n \uparrow \eta \). Next set \( \mathbb{N}(\{j,s\}, P) \equiv (\hat{A}_n^1(s,P) - c_n^{(2)}(\eta_n, P))/\sigma^j(s,P) \) and \( \mu_n(P) = -c_n^{(1)}(\tau_n, P) + [c_n^{(2)}(\tau_n, P)]/\sigma(P) \) and note that by definition of \( \mathcal{E}^{i,\tau_n}(P) \) we have \( E[\mathbb{N}(\{j,s\}, P)] \geq \mu_n(P) \). Therefore, Lemma A.9 yields that

\[
P(\max_{(j,s) \in A_n(P)} A_n^1(s,P) - c_n^{(2)}(\eta_n, P) \leq 3\ell_n) \leq P(\max_{(j,s) \in A_n(P)} \mathbb{N}(\{j,s\}, P) \leq \frac{3\ell_n}{\sigma(P)}) \lesssim (\ell_n/\sigma(P))(1 + (\text{med} \{\max_{(j,s) \in A_n(P)} \mathbb{N}(\{j,s\}, P) - \mu_n(P)\}))
\]

(A.16)
Moreover, $\Omega^i(\Omega^j)^\dagger G_n^i(P) = G_n^j(P)$, $\mathcal{E}^e \subset \Omega^e \mathcal{V}^e$, and $\mathcal{E}^i \tau_n(P) \subset (AA^i)^\dagger \mathcal{V}^i$ imply
\begin{equation}
\text{med}\{ \max_{(j,s) \in A_n(P)} N((j,s),P) \} \leq (m(P) + |c_n^{(2)}(\eta_n,P)|)/\sigma(P) \tag{A.17}
\end{equation}
for all $P \in P_0$. Furthermore, since $\tau_n \uparrow 1$, $\eta_n \uparrow \eta > 1/2$ and $\langle s, \beta(P) \rangle \leq 0$ for any $s \in \mathcal{E}^i \tau_n(P) \subset (AA^i)^\dagger \mathcal{V}^i$ by Theorem 3.1, we obtain by Borell’s inequality (see, e.g., the corollary in pg. 82 of Davydov et al. (1998)) that $c_n^{(1)}(\tau_n, P) \vee c_n^{(2)}(\eta_n, P) \leq m(P) + z_n \tilde{\sigma}(P)$ for $n$ sufficiently large. Also note $c_n^{(2)}(\eta_n, P) \geq -c_n^{(1)}(\tau_n, P)$ by definition of $\mathcal{E}^i \tau_n(P)$ and $\eta_n \uparrow \eta > 1/2$. Hence, (A.16) and (A.17) yield
\[ P(\max_{(j,s) \in A_n(P)} A_n^i(s, P) - c_n^{(2)}(\eta_n, P)) \leq \frac{\ell_n}{\sigma(P)}(1 + \sqrt{m(P) + z_n(P)\tilde{\sigma}(P)}), \]
which together with (A.7), (A.15), and $\eta_n \uparrow \eta \equiv 1 - \alpha$ yield the theorem. \hfill \blacksquare

Lemma A.1. Let Assumptions 4.1, 4.2, 4.3(i) hold, $\lambda_n \in [0,1]$, and $r_n = o(1)$. Then, for any sequence $\ell_n$ satisfying $\lambda_n \sqrt{\log(1 + p)} = o(\ell_n)$ it follows that $P(\sup_{s \in \mathcal{V}^i} \{ \sqrt{n}\langle A^i s, A^i \beta(P) \rangle - \tilde{U}_n(s) \} \leq \ell_n)$ tends to one uniformly in $P \in P_0$.

Proof: Theorem 3.1 implies $\langle A^i s, A^i \beta(P) \rangle \leq 0$ for all $s \in \mathcal{V}^i$, $P \in P_0$, and hence
\begin{equation}
\sup_{s \in \mathcal{V}^i} \{ \sqrt{n}\langle A^i s, A^i \beta(P) \rangle - \tilde{U}_n(s) \} \leq \sup_{s \in \mathcal{V}^i} \lambda_n \sqrt{n}\langle A^i s, A^i \beta(P) - \hat{\beta}_n^i \rangle
\leq \sup_{s \in \mathcal{V}^i} \lambda_n \sqrt{n}\langle A^i s, \hat{x}_n^i - A^i \hat{\beta}_n^i \rangle + \sup_{s \in \mathcal{V}^i} \lambda_n \sqrt{n}\langle A^i s, A^i \beta(P) - \hat{x}_n^i \rangle. \tag{A.18}
\end{equation}
The definition of $\hat{\beta}_n^i$, $\hat{x}_n^i = A^i \hat{\beta}_n$, $\beta(P) \in R$ for any $P \in P_0$, and (A.18) then yield
\begin{equation}
\sup_{s \in \mathcal{V}^i} \{ \sqrt{n}\langle A^i s, A^i \beta(P) \rangle - \tilde{U}_n(s) \} \leq \sup_{s \in \mathcal{V}^i} 2\lambda_n|\langle A^i s, A^i A^i \sqrt{n}\{ \hat{\beta}_n - \beta(P) \} \rangle|. \tag{A.19}
\end{equation}
Applying Lemma A.2 with $(\hat{W}_n^i(P), \hat{W}_n^e(P)) = \pm (AA^i \sqrt{n}\{ \hat{\beta}_n - \beta(P) \}, G_n^e(P))$, we then obtain from Lemma A.4 and $\pm (G_n^e(P)^\dagger, G_n^e(P)^\dagger)^\dagger \sim N(0, \Sigma(P))$ that
\begin{equation}
\sup_{s \in \mathcal{V}^i} |\langle A^i s, A^i A^i \sqrt{n}\{ \hat{\beta}_n - \beta(P) \} \rangle | = \sup_{s \in \mathcal{V}^i} |\langle A^i s, A^i G_n^i(P) \rangle | + O_P(r_n) \tag{A.20}
\end{equation}
uniformly in $P \in P_0$. Since Theorem 3.6.1 in Bogachev (1998) and Assumption 4.3(i) imply $G_n^i(P) \in \text{range}\{ \Sigma^i(P) \} \subset \text{range}\{ \Omega^i \}$, we have $\Omega^i(\Omega^i)^\dagger G_n^i(P) = G_n^i(P)$. Therefore, (A.19), (A.20), and Hölder’s inequality yield, uniformly in $P \in P_0$, that
\begin{equation}
\sup_{s \in \mathcal{V}^i} 2\lambda_n|\langle A^i s, A^i A^i \sqrt{n}\{ \hat{\beta}_n - \beta(P) \} \rangle | = \sup_{s \in \mathcal{V}^i} 2\lambda_n|\langle A^i s, A^i G_n^i(P) \rangle | + O_P(\lambda_n r_n)
\leq 2\lambda_n ||(\Omega^i)^\dagger G_n^i(P)||_{\infty} + O_P(\lambda_n r_n) = O_P(\lambda_n \sqrt{\log(1 + p)}), \tag{A.21}
\end{equation}
where the final equality follows from Markov's inequality and Lemma A.8 and
Assumption 4.2(ii) implying \( \sup_{P \in \mathcal{P}} E_P[\|((\Omega^i)\dagger\mathcal{G}^i_n(P))\|_\infty] \lesssim \sqrt{\log(1+p)} \). The
Lemma follows from (A.19), (A.21), and \( \lambda_n\sqrt{\log(1+p)} = o(\ell_n) \). \( \blacksquare \)

**Lemma A.2.** Let Assumptions 4.2(ii), 4.2(iv), and 4.3(i) hold, and suppose
\((\mathcal{W}^e_n(P'), \mathcal{W}^i_n(P'))' \equiv \mathcal{W}_n(P)\) satisfies \(\|((\Omega^i)\dagger\{\mathcal{W}^i_n(P) - \mathcal{W}_n(P)\})\|_\infty = O_P(\omega_n)\) for
\( j \in \{e, i\} \) and \( \mathcal{W}_n(P) \equiv (\mathcal{W}^e_n(P'), \mathcal{W}^i_n(P'))' \sim N(0, \Sigma(P)) \). If \( \mathcal{W}_n(P) \in \text{range}\{\Omega^i\} \)
with probability tending to one uniformly in \( P \in \mathcal{P} \) for \( j \in \{e, i\} \), then for any
possibly random function \( \hat{f}_n(\cdot, P) : \mathbb{R}^p \to \mathbb{R} \) it follows uniformly in \( P \in \mathcal{P} \) that
\[
\sup_{s \in \mathbb{V}^i} \langle s, \mathcal{W}^i_n(P) \rangle = \sup_{s \in \mathbb{V}^i} \langle s, \mathcal{W}^e_n(P) \rangle + O_P(\omega_n)
\]
\[
\sup_{s \in \mathbb{V}^i} \langle A^i s, A^i \mathcal{W}^i_n(P) \rangle + \hat{f}_n(s, P) = \sup_{s \in \mathbb{V}^i} \langle A^i s, A^i \mathcal{W}^i_n(P) \rangle + \hat{f}_n(s, P) + O_P(\omega_n).
\]

**Proof:** We establish only the second claim noting that the first follows from identical arguments. First note \( \Omega^i(A^i)'A^i = \Omega^i(\mathbb{A}^i)' \), Hölder's inequality, definition of \( \mathbb{V}^i \), and symmetry of \( \Omega^i \) imply uniformly in \( P \in \mathcal{P} \) that
\[
\sup_{s \in \mathbb{V}^i} |\langle A^i s, A^i \Omega^i(\Omega^i)\dagger(\mathcal{W}^i_n(P) - \mathcal{W}_n(P))\rangle| \leq \|((\Omega^i)\dagger(\mathcal{W}^i_n(P) - \mathcal{W}_n(P)))\|_\infty = O_P(\omega_n).
\]
Hence, since \( \Omega^i(\Omega^i)\dagger \mathcal{W}^i_n(P) = \mathcal{W}^i_n(P) \) whenever \( \mathcal{W}^i_n(P) \in \text{range}\{\Omega^i\} \), we obtain from \( \mathcal{W}^i_n(P) \in \text{range}\{\Omega^i\} \) with probability tending to one and (A.22) that
\[
\sup_{s \in \mathbb{V}^i} \langle A^i s, A^i \mathcal{W}^i_n(P) \rangle + \hat{f}_n(s, P) = \sup_{s \in \mathbb{V}^i} \langle A^i s, A^i \Omega^i(\Omega^i)\dagger \mathcal{W}^i_n(P) \rangle + \hat{f}_n(s, P) + O_P(\omega_n)
\]
uniformly in \( P \in \mathcal{P} \). Finally, note \( \mathcal{W}^i_n(P) \in \text{range}\{\Sigma^i(P)\} \) by Theorem 3.6.1 in
Bogachev (1998). Since Assumption 4.3(i) implies \( \Sigma^i(P) = \Omega^i(\Omega^i)\dagger \Sigma(P) \) it follows
\( \mathcal{W}^i_n(P) = \Omega^i(\Omega^i)\dagger \mathcal{W}^i_n(P) \), which together with (A.23) establishes the lemma. \( \blacksquare \)

**Lemma A.3.** Let Assumptions 4.1(i), 4.2, 4.3, 4.4 hold, \( \eta \in (0.5, 1), \epsilon \in (0, \eta - 0.5) \), \( z_\eta \) be the \( \eta \) quantile of \( N(0, 1) \), \( r_n \triangleq b_n = o(1), \sup_{P \in \mathcal{P}} (m(P) + \sigma(P))/\sigma^2(P) = o(r_n^{-1} \wedge b_n^{-1}) \). Then, then there are \( \{E_n(P)\} \) with \( \lim \inf_{n \to \infty} \inf_{P \in \mathcal{P}_0} P(\{Z_i\}_{i=1}^n \in E_n(P)) = 1 \) and on \( E_n(P) \) it holds that \( \tilde{c}_n(\eta) \geq (\sigma(P)z_{\eta - \epsilon})/2 \) whenever \( T_n > 0 \).

**Proof:** By Lemma A.5 there are \( (\mathcal{G}^r_n(P), \mathcal{G}^s_n(P))' \equiv \mathcal{G}_n^i(P) \sim N(0, \Sigma(P)) \) that are independent of \( \{Z_i\}_{i=1}^n \) and satisfy \( \|((\Omega^i)\dagger(\mathcal{G}^i_n - \mathcal{G}^i_n(P)))\|_\infty = O_P(b_n) \) uniformly in \( P \in \mathcal{P} \) for \( j \in \{e, i\} \). Further define \( \tilde{L}_n \in \mathbb{R} \) and \( \mathbb{L}_n^i(P) \in \mathbb{R} \) to be given by
\[
\tilde{L}_n \equiv \max_{s \in \mathbb{V}^i} \{\sup_{s \in \mathbb{V}^i} \langle s, \mathcal{G}^i_n \rangle, \sup_{s \in \mathbb{V}^i} \langle A^i s, A^i \mathcal{G}^i_n \rangle + \tilde{U}_n(s)\}
\]
(A.24)
\[ \mathbb{L}_n^*(P) \equiv \max \{ \sup_{s \in V^*} \langle s, \mathbb{G}_n^*(P) \rangle, \sup_{s \in V^i} \langle A^i s, A^i \mathbb{G}_n^*(P) \rangle + \hat{U}_n(s) \}, \tag{A.25} \]

and note that Assumptions 4.3(i) and 4.4(v) together with Lemma A.2 yield

\[ \sup_{s \in V^*} \langle s, \hat{\mathbb{G}}_n^*(P) \rangle = \sup_{s \in V^*} \langle s, \mathbb{G}_n^*(P) \rangle + O_P(b_n) \tag{A.26} \]

\[ \sup_{s \in V^i} \langle A^i s, A^i \hat{\mathbb{G}}_n^*(P) \rangle + \hat{U}_n(s) = \sup_{s \in V^i} \langle A^i s, A^i \mathbb{G}_n^*(P) \rangle + \hat{U}_n(s) + O_P(b_n) \tag{A.27} \]

uniformly in \( P \in \mathbf{P} \). We establish the lemma by studying three separate cases.

**Case I:** Suppose \( P \in \mathbf{P}_\nu^0 \equiv \{ P \in \mathbf{P}_\nu : \sigma^\nu(s, P) > 0 \text{ for some } s \in \mathcal{E}^\nu \} \). First set

\[ E_n(P) \equiv \{ P(\sup_{s \in V^*} \langle s, \hat{\mathbb{G}}_n^*(P) \rangle - \sup_{s \in V^*} \langle s, \mathbb{G}_n^*(P) \rangle) > (\sigma(P) z_{\eta-\epsilon})/2 \{ Z_i \}_{i=1}^n \leq \epsilon \} \]

and note that (A.26), Markov’s inequality, and \( b_n \times \sup_{P \in \mathbf{P}} 1/\sigma(P) = o(1) \) imply the probability of \( E_n(P) \) tends to one uniformly in \( P \in \mathbf{P}_\nu^0 \). Moreover, whenever \( \{ Z_i \}_{i=1}^n \in E_n(P) \), \( \sup_{s \in V^*} \langle s, \hat{\mathbb{G}}_n^*(P) \rangle \leq \hat{\mathbb{L}}_n \) and the definition of \( \hat{c}_n(\eta) \) imply

\[ \beta_n(\eta) + \sigma(P) z_{\eta-\epsilon} / 2 \geq \gamma(\eta) z_{\eta-\epsilon} \text{ whenever } \{ Z_i \}_{i=1}^n \in E_n(P) \text{ and } P \in \mathbf{P}_\nu^0. \tag{A.28} \]

Also note that \( \mathbb{G}_n^*(P) \sim N(0, \Sigma^\nu(P)) \), Theorem 3.6.1 in Bogachev (1998), and Assumption 4.3(i) yield \( \mathbb{G}_n^*(P) = \Omega^\nu(\Omega^\nu)^\dagger \mathbb{G}_n^*(P) \) almost surely. Hence, Lemma A.10 implies \( \sup_{s \in V^*} \langle s, \mathbb{G}_n^*(P) \rangle = \max_{s \in \mathcal{E}^\nu} \langle s, (\Omega^\nu)^\dagger \mathbb{G}_n^*(P) \rangle \). It follows that the distribution of \( \sup_{s \in V^*} \langle s, \mathbb{G}_n^*(P) \rangle \) first order stochastically dominates \( N(0, \sigma^2(P)) \) whenever \( P \in \mathbf{P}_\nu^0 \). Thus, \( \mathbb{G}_n^*(P) \) being independent of \( \{ Z_i \}_{i=1}^n \) and (A.28) imply that \( \hat{c}_n(\eta) + \sigma(P) z_{\eta-\epsilon} / 2 \geq \gamma(\eta) z_{\eta-\epsilon} \) whenever \( \{ Z_i \}_{i=1}^n \in E_n(P) \) and \( P \in \mathbf{P}_\nu^0. \)

**Case II:** Suppose \( P \in \mathbf{P}_0^i \equiv \{ P \in \mathbf{P}_0 : \sigma^i(s, P) > 0 \text{ for some } s \in \mathcal{E}^i \text{ and } \sigma^\nu(s, P) = 0 \text{ for all } s \in \mathcal{E}^\nu \} \) and set \( E_n(P) \equiv E_{1n}(P) \cap E_{2n}(P) \), where \( E_{1n}(P) \equiv \{ AA^\dagger \{ \hat{\beta}_n - \beta(P) \} \in \text{range} \{ \Sigma^\nu(P) \} \}, T_n = \sup_{s \in V^i} \langle A^i s, \hat{x}_n^i \rangle \rangle \) and \( E_{2n}(P) \equiv \{ P(\hat{\mathbb{L}}_n - \mathbb{L}_n)^i \rangle > (\sigma(P) z_{\eta-\epsilon})/2 \{ Z_i \}_{i=1}^n \leq \epsilon \} \). Note Assumption 4.3(ii) and Lemma A.6 (for \( E_{1n}(P) \)), and (A.26), (A.27), Markov’s inequality, and \( \sup_{P \in \mathbf{P}} 1/\sigma(P) = o(b_n^{-1}) \) (for \( E_{2n}(P) \)), imply the probability of \( E_n(P) \) tends to one uniformly in \( P \in \mathbf{P}_0^i. \)

Since \( A^i AA^\dagger = A^\dagger \) by Proposition 6.11.1(5) in Luenberger (1969), \( AA^\dagger \beta_n^i = \beta(P) \) whenever \( P \in \mathbf{P}_0 \) and \( AA^\dagger \sqrt{n} \{ \hat{\beta}_n - \beta(P) \} \in \text{range}(\Omega^\nu) \) whenever \( \{ Z_i \}_{i=1}^n \in E_{1n}(P) \) by Assumption 4.3(i) imply that if \( \{ Z_i \}_{i=1}^n \in E_n(P) \) and \( s \in V^i \), then

\[ \sqrt{n} \langle A^i s, \hat{x}_n^i \rangle = \langle A^i s, A^i AA^\dagger \sqrt{n} \{ \hat{\beta}_n - \beta(P) \} \rangle + \sqrt{n} \langle A^i s, A^\dagger \beta(P) \rangle 
= \langle \Omega^\nu (AA^\dagger)^i s, (\Omega^\nu)^i AA^\dagger \sqrt{n} \{ \hat{\beta}_n - \beta(P) \} \rangle + \sqrt{n} \langle (AA^\dagger)^i s, \beta(P) \rangle. \tag{A.29} \]
Since \(<A^i s, A^i \beta(P)> \leq 0\) for all \(P \in \mathbf{P}_0, s \in \mathcal{V}\) by Theorem 3.1, Hölder’s inequality implies (A.29) is bounded above in \(s \in \mathcal{V}\). Hence, by Lemmas A.10 and A.11
\[
\sup_{s \in (A^i s, (A^i)^{\dagger} A A^{\dagger} \sqrt{n}\{\hat{\beta}_n - \beta(P)\}) + \sqrt{n}\{s, \beta(P)\}} = \max_{s \in \mathcal{E}^i}(A^i s, (A^i)^{\dagger} A A^{\dagger} \sqrt{n}\{\hat{\beta}_n - \beta(P)\}) + \sqrt{n}\{s, \beta(P)\}).
\] (A.30)
Thus, (A.29) and (A.30) imply \(\mathcal{S}^i(P) = \{s \in \mathcal{E}^i : (A^i s, (A^i)^{\dagger} A A^{\dagger} \sqrt{n}\{\hat{\beta}_n - \beta(P)\}) + \sqrt{n}\{s, \beta(P)\} > 0\} \) is such that \(\mathcal{S}^i(P) \neq \emptyset\) whenever \(T_n > 0\) and \(\{Z_i\}_{i=1}^n \in E_n(P)\). Moreover, since \(\sqrt{n}\{s, \beta(P)\} \leq 0\) for all \(s \in \mathcal{S}^i(P)\) and \(P \in \mathbf{P}_0\) by Theorem 3.1, it follows that if \(\mathcal{S}^i(P) \neq \emptyset\), then \(\{A^i s, (A^i)^{\dagger} A A^{\dagger} \sqrt{n}\{\hat{\beta}_n - \beta(P)\}) > 0\) for all \(s \in \mathcal{S}^i(P)\) and thus by Theorem 3.6.1 in Bogachev (1998) we have
\[
\mathcal{S}^i(P) \neq \emptyset \text{ and } \sigma^i(s, P) > 0 \text{ for all } s \in \mathcal{S}^i(P)
\] (A.31)
whenever \(\{Z_i\}_{i=1}^n \in E_n(P)\) and \(T_n > 0\). We next aim to show that in addition
\[
\max_{s \in \mathcal{S}^i(P)} \langle s, A A^{\dagger} \hat{\beta}_n^i \rangle = 0
\] (A.32)
whenever \(\{Z_i\}_{i=1}^n \in E_n(P)\) and \(T_n > 0\). To this end, note Theorem 3.1 yields that
\[
0 \geq \sup_{s \in \mathcal{V}} \langle A^i s, A^i \hat{\beta}_n^i \rangle = \sup_{s \in (A^i s, (A^i)^{\dagger} A A^{\dagger} \sqrt{n}\{\hat{\beta}_n - \beta(P)\}) + \sqrt{n}\{s, \beta(P)\}} \langle s, A A^{\dagger} \hat{\beta}_n^i \rangle = \max_{s \in \mathcal{E}^i} \langle s, A A^{\dagger} \hat{\beta}_n^i \rangle,
\] (A.33)
due to Lemmas A.10 and A.11 and \(A^i A A^{\dagger} = A^i\). Since \(AA^{\dagger} \beta(P) = \beta(P)\) for all \(P \in \mathbf{P}_0\), the symmetry of \(\Omega^i\) and \(AA^{\dagger} \sqrt{n}\{\hat{\beta}_n - \beta(P)\} \in \text{range}\{\Omega^i\}\) whenever \(\{Z_i\}_{i=1}^n \in E_n(P)\) due to Assumption 4.3(i), we obtain by definition of \(\mathcal{S}^i(P)\)
\[
\max_{s \in \mathcal{S}^i(\mathcal{S}^i(P))} \langle s, A A^{\dagger} \hat{\beta}_n^i \rangle = \max_{s \in \mathcal{E}^i(\mathcal{S}^i(P))} \langle \Omega^i s, (\Omega^i)^{\dagger} A A^{\dagger} \sqrt{n}\{\hat{\beta}_n - \beta(P)\} \rangle + \sqrt{n}\{s, \beta(P)\} \leq 0.
\] (A.34)
Thus, if we suppose that (A.32) fails to hold, then (A.33), (A.34), \(\mathcal{S}^i(P) \subseteq \mathcal{E}^i\), and \(\mathcal{E}^i\) being finite, imply there is a \(\gamma \in (0, 1)\) depending on \(\hat{\beta}_n^i\) and \(\hat{\beta}_n\) satisfying
\[
0 \geq \max_{s \in \mathcal{E}^i} \langle s, A A^{\dagger} \{(1 - \gamma)\hat{\beta}_n^i + \gamma \hat{\beta}_n\} \rangle = \sup_{s \in \mathcal{V}} \langle A^i s, A^i \{(1 - \gamma)\hat{\beta}_n^i + \gamma AA^{\dagger} \hat{\beta}_n\} \rangle
\] (A.35)
where the equality follow from Lemmas A.10, A.11, and \(A^i A A^{\dagger} = A^i\). However, since \(\hat{\beta}_n^i \in R\) and \(AA^{\dagger} \hat{\beta}_n \in R\), result (A.35) and Theorem 3.1 imply \((1 - \gamma)\hat{\beta}_n^i + \gamma AA^{\dagger} \hat{\beta}_n = Ax\) for some \(x \geq 0\). Moreover, if \(T_n > 0\), then \(\sup_{s \in \mathcal{V}} \langle A^i s, \hat{x}_n^* \rangle > 0\) whenever \(\{Z_i\}_{i=1}^n \in E_n(P)\) and hence \(T_n > 0\) implies \(\sup_{s \in \mathcal{V}} \langle A^i s, \hat{x}_n^* - A^i \hat{\beta}_n \rangle > 0\) due to \(\langle A^i s, A^i \hat{\beta}_n \rangle \leq 0\) for all \(s \in \mathcal{V}\). In particular, if \(T_n > 0\), then \(\sup_{s \in \mathcal{V}} |\langle A^i s, \hat{x}_n^* - A^i \hat{\beta}_n \rangle| > 0\) and therefore \(\hat{x}_n^* = A^i \hat{\beta}_n, A^i A A^i = A^i, \) and \(\gamma \in (0, 1)\) imply
\[ \text{sup}_{s \in V} |\langle A^1 s, \hat{x}_n^* - A^1 (1 - \gamma) \hat{\beta}_n + \gamma A^1 \hat{\beta}_n \rangle| < \text{sup}_{s \in V} |\langle A^1 s, \hat{x}_n^* - A^1 \hat{\beta}_n \rangle|, \]

which is impossible by definition of \( \hat{\beta}_n \). Thus, under \( E_n(P) \), (A.32) holds when \( T_n > 0 \).

Results (A.31) and (A.32) imply that, whenever \( \{Z_i\}_{i=1}^n \in E_n(P) \) and \( T_n > 0 \), there is a \( \hat{s}_n \in V \) with \( (AA')^\dagger \hat{s}_n \in E^\dagger, \sigma((AA')^\dagger \hat{s}_n, P) > 0 \), and \( 0 = \lambda_n(A^1 \hat{s}_n, A^1 \hat{\beta}_n) \equiv \hat{U}_n(\hat{s}_n) \). Hence, the definitions of \( \hat{L}_n(P) \), \( E_n(P) \), and \( \hat{c}_n(\eta) \) yield that

\[ P(\langle A^1 \hat{s}_n, A^1 G_n^\dagger(P) \rangle \leq \hat{c}_n(\eta) + \hat{g}(P)z_{\eta-\epsilon}/2|\{Z_i\}_{i=1}^n) \]
\[ \geq P(\hat{L}_n(P) \leq \hat{c}_n(\eta) + \hat{g}(P)z_{\eta-\epsilon}/2|\{Z_i\}_{i=1}^n) \geq \eta - \epsilon \quad \text{(A.36)} \]

whenever \( \{Z_i\}_{i=1}^n \in E_n(P) \) and \( T_n > 0 \). Since \( G_n^\dagger(P) \in \text{range}\{\Omega\} \) by Assumption 4.3(i) and Theorem 3.6.1 in Bogachev (1998), we have \( \langle A^1 \hat{s}_n, A^1 G_n^\dagger(P) \rangle = (\Omega(AA')^\dagger \hat{s}_n, (\Omega^\dagger G_n^\dagger(P)) \) and hence \( (\Omega^\dagger G_n^\dagger(P) \sim N(0, (\sigma((AA')^\dagger \hat{s}_n, P))^2) \) conditional on \( \{Z_i\}_{i=1}^n \). Since \( \sigma((AA')^\dagger \hat{s}_n, P) > 0 \) implies, by definition, that \( \sigma((AA')^\dagger \hat{s}_n, P) > \sigma(P) \), result (A.36) yields \( \hat{c}_n(\eta) + \hat{g}(P)z_{\eta-\epsilon}/2 \geq \sigma(P)z_{\eta-\epsilon} \).

**Case III:** Suppose \( P \in P_0 = \{P \in P_0 : \sigma(s, P) = 0 \text{ for all } s \in E^\dagger \text{ and } j \in \{e, i\} \}. \)

Then, by Lemma A.6 we may set \( E_n(P) \equiv \{T_n = 0\} \) and the lemma follows. ■

**Lemma A.4.** If Assumptions 4.1, 4.2, 4.3(i) hold and \( r_n = o(1) \), then there exists \( (G_n^\dagger(P), G_n^\dagger(P))' \equiv G_n(P) \sim N(0, \Sigma(P)) \) satisfying uniformly in \( P \in P \):

\[ \|((\Omega^\dagger)^{\{I_n - AA^1\}} \sqrt{n}\{\hat{\beta}_n - \beta(P)\} - G_n^\dagger(P))\|_{\infty} = O_P(r_n) \quad \text{(A.37)} \]
\[ \|((\Omega^\dagger)^{\{AA^1\}} \sqrt{n}\{\hat{\beta}_n - \beta(P)\} - G_n^\dagger(P))\|_{\infty} = O_P(r_n). \quad \text{(A.38)} \]

**Proof:** Set \( \tilde{\psi}(Z, P) \equiv (((\Omega^\dagger)^\psi(Z, P))', ((\Omega^\dagger)^\psi(Z, P))')' \in \mathbb{R}^{2p} \), define \( \hat{\Sigma}(P) \equiv E_P[\tilde{\psi}(Z, P)\tilde{\psi}(Z, P)'] \), and let \( S_n(P) \sim N(0, \hat{\Sigma}(P)/n) \). Since \( \|a\|_2^2 \leq 2p\|a\|_{\infty}^2 \) for any \( a \in \mathbb{R}^{2p} \), Lemma A.8 and Assumptions 4.2(ii)(ii) imply that

\[ E_P[\|\tilde{\psi}(Z, P)\sqrt{n}\|_2^2\|\tilde{\psi}(Z, P)\sqrt{n}\|_{\infty} + \|S_n(P)\|_2^2\|S_n(P)\|_{\infty}] \leq \frac{p}{n^{3/2}}(M_{3,\psi}^3 + (\log(1 + p))^{3/2}). \]
\[ \text{(A.39)} \]

For \( Z \sim N(0, I_{2p}) \), we obtain by Assumptions 4.1(i), 4.2(ii), Lemma 38 in Belloni et al. (2019), and (A.39) that for any \( \delta > 0 \) there is a \( \hat{G}_n(P) \sim N(0, \hat{\Sigma}(P)) \) with

\[ P(\|\frac{1}{\sqrt{n}} \sum_{i=1}^n \tilde{\psi}(Z, P) - \hat{G}_n(P)\|_{\infty} > \delta) \lesssim \min_{t \geq 0} \{P(\|Z\|_{\infty} > t) + t^2\frac{p}{\delta^3} \sqrt{n} \{M_{3,\psi}^3 + (\log(1 + p))^{3/2}\} \]
\[ \lesssim \min_{t \geq 0} \{\exp\{ - \frac{t^2}{8\log(1 + p)} \} + \frac{t^2 p M_{3,\psi}^3 (\log(1 + p))^{3/2}}{\delta^3 \sqrt{n}}\}, \quad \text{(A.40)} \]

where the final inequality follows from Proposition A.2.1 in van der Vaart and Wellner (1996) and \( E[\|Z\|_{\infty}^2] \lesssim \log(1 + p) \) by Lemma A.8. Setting \( t = K \sqrt{\log(1 + p)} \),
\[ \delta^3 = K^3 pM_3 \psi(\log(1+p))^{5/2}/\sqrt{n}, \] 
and taking limits as \( K \to \infty \) then yields 
\[ \| 1/\sqrt{n} \sum_{i=1}^{n} \tilde{\psi}(Z_i, P) - \tilde{G}_n(P) \|_{\infty} = O_P\left( \frac{M_3 \psi p^{1/3}(\log(1+p))^{5/6}}{n^{1/6}} \right) \] 
(A.41)

uniformly in \( P \in \mathcal{P} \). Writing \( \tilde{G}_n(P) \equiv (\tilde{G}_n^+(P), \tilde{G}_n^-(P))^\prime \), then note \( \tilde{G}_n^j(P) \in \text{range}\{((\Omega)^{1}\Sigma^{+}(\Omega)^{1}) \} \) almost surely by Theorem 3.6.1 in Bogachev (1998) and Assumption 4.2(iv). Since \( (\Omega)^{1}\Omega^{1}(\Omega)^{1} = (\Omega)^{1} \) it follows \( (\Omega)^{1}\tilde{G}_n^j(P) = \tilde{G}_n^j(P) \) for \( j \in \{e, i\} \). Setting \( G_n^j(P) = \Omega^j\tilde{G}_n^j(P) \) for \( j \in \{e, i\} \) we then obtain from (A.41), Assumption 4.1(ii), and the definition of \( r_n \) that (A.37) and (A.38) indeed hold uniformly in \( P \in \mathcal{P} \). Moreover, since \( \tilde{G}_n(P) \sim N(0, \tilde{\Sigma}(P)) \) and Assumption 4.3(i) implies \( \Omega^j(\tilde{\Sigma})^{j} = \psi(Z, P) \), we obtain from the definition of \( \tilde{\Sigma}(P) \) and \( G_n(P) = ((\Omega)^{1}\tilde{G}_n^j(P))^\prime, (\Omega)^{1}\tilde{G}_n^j(P))^\prime \) that \( G_n(P) \sim N(0, \Sigma(P)) \) as desired. \( \blacksquare \)

**Lemma A.5.** Let Assumptions 4.1(i), 4.2, 4.3(i), 4.4(i)-(iv) hold. If \( b_n = o(1) \), then there is a \( (G_n^+)^{e}(P), G_n^+(P))^\prime \in \mathbb{R}^d \) independent of \( \{Z_i\}_{i=1}^{n} \) satisfying \( \|((\Omega)^{1}\{G_n - G_n^+(P)\})\|_{\infty} = O_P(b_n) \) uniformly in \( P \in \mathcal{P} \) for \( j \in \{e, i\} \).

**Proof:** In what follows, we let \( \varphi(Z, P) \equiv (\varphi^e(Z, P), \varphi^i(Z, P))^\prime \in \mathbb{R}^{2d} \), where \( \varphi^e(Z, P) \equiv (\Omega)^{1}\psi^e(Z, P) \) and \( \varphi^i(Z, P) \equiv (\Omega)^{1}\psi^i(Z, P) \).

**Step 1:** Let \( \{U_i\}_{i=1}^{\infty} \) be i.i.d., independent of \( \{Z_i, W_{i,n}\}_{i=1}^{n} \), with \( U_i \) uniformly distributed on \((0, 1]\), and set \( R_{i,n} \) to be the rank of \( U_i \) in the sample \( \{U_i\}_{i=1}^{n} \). By Lemma 13.1(iv) in van der Vaart (1999), \( R_n \equiv (R_{1,n}, \ldots, R_{n,n}) \) is uniformly distributed on the set of all \( n! \) permutations of \( \{1, \ldots, n\} \). Letting \( \equiv \) denote equality in distribution, we then obtain from Assumption 4.4(i) that

\[ (\frac{1}{\sqrt{n}} \sum_{i=1}^{n} (W_{i,n} - \bar{W}_n) \varphi(Z_i, P), \{Z_i\}_{i=1}^{n}) \equiv (\frac{1}{\sqrt{n}} \sum_{i=1}^{n} (W_{R_{i,n},-} - \bar{W}_n) \varphi(Z_i, P), \{Z_i\}_{i=1}^{n}). \]

**Step 2:** Next set \( \tau_n(u) \equiv \inf\{c : n^{-1} \sum_{i=1}^{n} 1\{W_{i,n} - \bar{W}_n \leq c\} \geq u\} \), \( \xi_{i,n}(P) \equiv n^{-1/2}(\varphi(Z_i, P) - \hat{\varphi}_n(P)) \tau_n(U_i) \), and \( \varphi_n(P) \equiv \sum_{i=1}^{n} \varphi(Z_i, P)/n_i \). Let

\[ S_n(P) \equiv \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (W_{R_{i,n},-} - \bar{W}_n) \varphi(Z_i, P), \quad L_n(P) \equiv \sum_{i=1}^{n} \xi_{i,n}(P), \quad (A.42) \]

We next couple \( L_n(S) \) and \( S_n(P) \). Letting \( A_j \) denote the \( j^{th} \) coordinate of a vector \( A \), then note Theorem 3.1 in Hájek (1961) (see eq. (3.11) in page 512) yields

\[ E[(S_{j,n}(P) - L_{j,n}(P))^2\{Z_i, W_{i,n}\}_{i=1}^{n}] \]

\[ \lesssim \text{Var}\{L_{j,n}(P)\\{Z_i, W_{i,n}\}_{i=1}^{n}\} \max_{1 \leq j \leq n} |W_{i,n} - \bar{W}_n|^{(\sum_{i=1}^{n} (W_{i,n} - \bar{W}_n)^2)^{1/2}}. \] 

(A.43)
Since \( \{U_i\}_{i=1}^n \) are i.i.d. uniform on \((0, 1)\) we have \( E[\tau_n(U_i)|\{Z_i, W_{i,n}\}_{i=1}^n] = 0 \), which implies \( E[\xi_{i,n}(P)|\{Z_i, W_{i,n}\}_{i=1}^n] = 0 \). For \( \delta_n^2 \equiv \sum_{i=1}^n (W_{i,n} - \bar{W}_n)^2/n \) we then obtain

\[
\operatorname{Var}\{\xi_{i,n}(P)|\{Z_i, W_{i,n}\}_{i=1}^n\} = \frac{\delta_n^2}{n} (\varphi(Z_i, P) - \varphi_n(P))(\varphi(Z_i, P) - \varphi_n(P))'.
\]

(A.44)

Noting that \( E[\|V\|_\infty] \leq \sqrt{2p} \max_{1 \leq j \leq 2p} (E[V_j^2])^{1/2} \) for any \( (V_1, \ldots, V_{2p}) \equiv V \in \mathbb{R}^{2p} \) by Jensen’s inequality, we then obtain from (A.43), (A.42), and (A.44) that

\[
E[\|S_n(P) - L_n(P)\|_\infty|\{Z_i, W_{i,n}\}_{i=1}^n] \lesssim \sqrt{p} \max_{1 \leq j \leq 2p} \left( \frac{\delta_n}{n^{3/2}} \sum_{i=1}^n (\varphi_j(Z_i, P) - \varphi_j,n(P))^2 \right)^{1/2} \left( \max_{1 \leq i \leq n} |W_{i,n} - \bar{W}_n| \right)^{1/2}.
\]

(A.45)

Assumptions 4.4(ii)(iii) and Lemma 2.2.10 in van der Vaart and Wellner (1996) imply \( E[\max_{1 \leq i \leq n} |W_{i,n} - \bar{W}_n|] \lesssim \log(1 + n) \). Thus, Assumptions 4.4(iii) and 4.2(iii), \( \text{(A.45)} \), Fubini’s theorem and the triangle and Markov’s inequality yield \( \|S_n(P) - L_n(P)\|_\infty = O_p(\sqrt{p\log(1 + n)}M_3,\Psi/n^{1/4}) \) uniformly in \( P \in \mathcal{P} \).

**Step 3:** We next couple \( L_n(P) \) to a conditionally Gaussian vector. Set \( \{\tilde{G}_{i,n}(P)\}_{i=1}^n \) to be mutually independent conditional on \( \{Z_i, W_{i,n}\}_{i=1}^n \) and satisfying \( \tilde{G}_{i,n}(P) \sim N(0, \operatorname{Var}\{\xi_{i,n}(P)|\{Z_i, W_{i,n}\}_{i=1}^n\}) \). Employing the inequality \( \|a\|_2^2 \leq 2p\|a\|_\infty^2 \) for any \( a \in \mathbb{R}^{2p} \) together with Lemma A.8, result (A.44), and direct calculation yield

\[
\sum_{i=1}^n E[\|\tilde{G}_{i,n}(P)\|_\infty^2, \|\tilde{G}_{i,n}(P)\|_\infty^2, \|\xi_{i,n}(P)\|_\infty|\{Z_i, W_{i,n}\}_{i=1}^n] \lesssim \frac{p\log^2(1 + p)}{\sqrt{n}} \left( \frac{1}{n} \sum_{i=1}^n W_{i,n} \right)^3 \left( \frac{1}{n} \sum_{i=1}^n \{\Psi^3(Z_i, P) + \Psi^2(Z_i, P)\} \right) \equiv B_n(P)
\]

(A.46)

where \( \Psi(Z_i, P) = \|\varphi(Z_i, P)\|_\infty \). Let \( \mathcal{B} \) denote the Borel \( \sigma \)-field on \( \mathbb{R}^{2p} \) and for any \( A \in \mathcal{B} \) and \( \epsilon > 0 \) set \( A^\epsilon \equiv \{ a \in \mathbb{R}^{2p} : \inf_{\tilde{a} \in A} \|a - \tilde{a}\|_\infty \leq \epsilon \} \). Strassen’s Theorem, Lemma 38 in Belloni et al. (2019), and result (A.46) then imply for any \( \delta > 0 \)

\[
\sup_{A \in \mathcal{B}} \{ P(L_n(P) \in A|\{Z_i, W_{i,n}\}_{i=1}^n) - P(\frac{1}{\sqrt{n}} \sum_{i=1}^n \tilde{G}_{i,n}(P) \in A^\delta|\{Z_i, W_{i,n}\}_{i=1}^n) \} \lesssim \min_{t \geq 0} (2P(\|Z\|_\infty > t) + \frac{B_n(P)}{\delta^3} t^2)
\]

(A.47)

where \( Z \sim N(0, I_{2p}) \). Furthermore, Proposition A.2.1 in van der Vaart and Wellner (1996), Lemma A.8, result (A.46), and Assumptions 4.2(iii) and 4.4(i)(iii) imply

\[
\sup_{P \in \mathcal{P}} E_P[\min_{t \geq 0} (2P(\|Z\|_\infty > t) + \frac{B_n(P)}{\delta^3} t^2)]
\]
for some $C < \infty$. Hence, $p\log^{5/2}(1+p)M_{b,\Psi}^2/\sqrt{n} \leq b_n^2$, (A.47), and (A.48) imply

$$\sup_{P \in \mathcal{P}} E_P[\sup_{A \in \mathcal{B}} E_P[1\{L_n(P) \in A\} - 1\{\frac{1}{\sqrt{n}} \sum_{i=1}^n \xi_i,n(P) \in A^{Kb_n}\}]\{Z_i, W_{i,n}\}_i^{n}]$$

$$\lesssim \min\{\exp\{ - \frac{t^2}{C\log(1+p)} \} + \frac{p\log^{3/2}(1+p)M_{b,\Psi}^3 t^2}{\sqrt{n}} \delta^3\}. \quad (A.48)$$

where $K > 0$ is arbitrary and in the final inequality we set $t = K\sqrt{\log(1+p)}$. Theorem 4 in Monrad and Philipp (1991) and (A.49) imply there is a $\tilde{G}_n(P)$ satisfying $\|L_n(P) - \tilde{G}_n(P)\|_\infty = O_P(b_n)$ uniformly in $P \in \mathcal{P}$ and $\tilde{G}_n(P) \sim N(0, \sum_{i=1}^n \text{Var}\{\xi_i,n(P)\}\{Z_i, W_{i,n}\}_i^{n})$ conditional on $\{Z_i, W_{i,n}\}_i^{n}$. Step 4: We next couple $\tilde{G}_n(P)$ to a Gaussian $\tilde{G}_n^*(P)$ independent of $\{Z_i, W_{i,n}\}_i^{n}$. To this end, note that $E_P[\varphi(Z, P)] = 0$ and $\sup_{P \in \mathcal{P}} \max_{1 \leq j \leq 2p} ||\varphi_j(\cdot, P)||_{p,2}$ being bounded in $n$ by Assumptions 4.2(i,ii), and $\|aa\|_{o,2} = \|a\|_2^2$ for any $a \in \mathbb{R}^{2p}$ imply

$$\sup_{P \in \mathcal{P}} E_P[||\varphi(Z, P)||_{o,2}^2 \leq 2p\Psi^2(Z, P), \text{ and Assumption 4.4(iv)} \text{ imply}$$

$$\sup_{P \in \mathcal{P}} E_P[\max_{1 \leq i \leq n} ||\varphi(Z, P)||_{o,2}^2] \approx \sup_{P \in \mathcal{P}} p\{E_P[\max_{1 \leq i \leq n} \Psi^2(\varphi(Z, P))]}^{1/4} \leq pM_{b,\Psi}^2.$$

Setting $\Lambda(P) \equiv E_P[\varphi(Z, P)\varphi(Z, P)']$, we then note that $b_n = o(1)$, Theorem E.1 in Kato (2013), $||\Lambda(P)||_{o,2}$ being uniformly bounded in $n$ and $P \in \mathcal{P}$ by Assumption 4.2(ii) and definition of $\varphi(Z, P)$, and Markov’s inequality yield that

$$||\frac{1}{n} \sum_{i=1}^n \varphi(Z, P)\varphi(Z, P') - \Lambda(P)||_{o,2} = O_P(\{p\log(1+p)n^{1/q}M_{b,\Psi}^2\}^{1/2}). \quad (A.51)$$

uniformly in $P \in \mathcal{P}$. Setting $\hat{\Lambda}_n(P) \equiv \sum_{i=1}^n \text{Var}\{\xi_i,n(P)\}\{Z_i, W_{i,n}\}_i^{n} = 1\}$, we then obtain from (A.44), (A.50), (A.51), $||\Lambda(P)||_{o,2}$ being bounded in $n$ and $P \in \mathcal{P}$ and Assumption 4.4(iii) imply, uniformly in $P \in \mathcal{P}$, that $||\hat{\Lambda}_n(P) - \Lambda(P)||_{o,2} = O_P(\{p\log(1+p)n^{1/q}M_{b,\Psi}^2\}^{1/2})$. Since $\tilde{G}_n(P) \sim N(0, \Lambda_n(P))$ conditional on $\{Z_i, W_{i,n}\}_i^{n}$, applying Lemma A.7 with $V_n = \{Z_i, W_{i,n}\}_i^{n}$ implies there is a $\tilde{G}_n^*(P) \sim N(0, \Lambda(P))$ independent of $\{Z_i, W_{i,n}\}_i^{n}$ satisfying uniformly in $P \in \mathcal{P}$ $||\tilde{G}_n(P) - \tilde{G}_n^*(P)||_{\infty} = O_P(p\log^3(1+p)n^{1/q}M_{b,\Psi}^2)^{1/4}$.

Step 5: By Steps 2, 3, and 4, there exists a Gaussian $\tilde{G}_n^*(P)$ that is independent of $\{Z_i, W_{i,n}\}_i^{n}$ and satisfies $||S_n(P) - \tilde{G}_n^*(P)||_{\infty} = O_P(b_n)$ uniformly in $P \in \mathcal{P}$. 28
Since $\tilde{G}_n^*(P)$ is independent of $\{Z_i\}_{i=1}^n$, the representation in Step 1 and Lemma 2.11 in Dudley and Philipp (1983) imply that there exists a $(\tilde{G}_n^*(P)', \tilde{G}_n^*(P)') = \tilde{G}_n^*(P) \sim N(0, \Lambda(P))$ independent of $\{Z_i\}_{i=1}^n$ and such that uniformly in $P \in \mathcal{P}$

$$
\| \frac{1}{\sqrt{n}} \sum_{i=1}^n (W_{i,n} - \bar{W}_n) \varphi(Z_i, P) - \tilde{G}_n^*(P) \|_\infty = O_P(b_n).
$$

(A.52)

To conclude, set $G_n^*(P) = \Omega^j\tilde{G}_n^*(P)$ for $j \in \{e, i\}$ and $\mathbb{G}_n^*(P) = (G_n^*(P)', G_n^*(P)')'$. Since $\Omega^j(\Omega^j)^\dagger \psi_j(Z, P) = \psi_j(Z, P)$ for $j \in \{e, i\}$ by Assumption 4.3(i), it follows from $\Lambda(P) \equiv E_P[\varphi(Z, P)\varphi(Z, P)']$ and the definition of $\varphi$ that $\mathbb{G}_n^*(P) \sim N(0, \Sigma(P))$. Furthermore, $\tilde{G}_n^*(P) \in \text{range}\{\Lambda(P)\}$ by Theorem 3.6.1 in Bogachev (1998), and hence $\tilde{G}_n^*(P) = (\Omega^j)^\dagger \Omega^j\tilde{G}_n^*(P) = (\Omega^j)^\dagger G_n^*(P)$ for $j \in \{e, i\}$. The lemma follows from (A.52), the definition of $\varphi(Z, P)$, and Assumption 4.4(i).

**Lemma A.6.** Let Assumptions 4.2(iv), 4.3, 4.4(v) hold, and for $j \in \{e, i\}$ define the sets $D_0^j \equiv \{P \in \mathcal{P}_0 : \sigma^j(s, P) = 0 \text{ for all } s \in \mathcal{E}^j\}$. Then:

$$
\liminf_{n \to \infty} \inf_{P \in D_0^j} P(\sup_{s \in \mathcal{V}^j} |\sqrt{n}s(\beta_n - A\beta_n^*)| = 0) = 1
$$

$$
\liminf_{n \to \infty} \inf_{P \in D_0^j} P(\sup_{s \in \mathcal{V}^j} |\langle A^\dagger s, A^\dagger \mathbb{G}_n^* \rangle| = 0) = 1
$$

**Proof:** Theorem 3.6.1 in Bogachev (1998) and Assumption 4.3(i) imply $\mathbb{G}_n^*(P) \in \text{range}\{\Sigma^e(P)\} \subseteq \text{range}\{\Sigma^e\}$ almost surely. Hence, $\Omega^e(\Omega^e)^\dagger \mathbb{G}_n^*(P) = \mathbb{G}_n^*(P)$ almost surely and $\Sigma^e$ being symmetric by Assumption 4.2(iv) imply for any $P \in D_0^e$

$$
\sup_{s \in \mathcal{V}^e} |\langle s, \mathbb{G}_n^*(P) \rangle| = \sup_{s \in \mathcal{V}^e} |\Omega^e s, (\Omega^e)^\dagger \mathbb{G}_n^*(P)\rangle| = \max_{s \in \mathcal{E}^e} |\langle s, (\Omega^e)^\dagger \mathbb{G}_n^*(P) \rangle| = 0,
$$

(A.53)

where the second equality follows from Lemma A.10. Result (A.53), Assumption 4.3(ii), and the support of $\mathbb{G}_n^*(P)$ being equal to range$\{\Sigma^e(P)\}$ by Theorem 3.6.1 in Bogachev (1998) imply that with probability tending to one uniformly in $P \in D_0^e$

$$
\sup_{s \in \mathcal{V}^e} |\sqrt{n}s(\beta_n - A\beta_n^*)| = \sup_{s \in \mathcal{V}^e} |\langle s, (I_p - AA^\dagger)\sqrt{n}(\beta_n - \beta(P)) \rangle| = 0.
$$

(A.54)

Identical arguments but relying on Assumption 4.4(v) instead of 4.3(i) also yield that $\sup_{s \in \mathcal{V}^i} |\langle s, \tilde{G}_n^* \rangle| = 0$ with probability tending to one uniformly in $P \in D_0^i$.

To establish the second claim, we note that similar arguments and $A^\dagger AA^\dagger \{\tilde{\beta}_n - \beta(P)\} = \hat{x}_n^* - A^\dagger \beta(P)$ by Proposition 6.11.1(5) in Luenberger (1969) imply

$$
\sup_{s \in \mathcal{V}^i} |\langle A^\dagger s, \hat{x}_n^* \rangle| = 0
$$

(A.55)
with probability tending to one uniformly in $P \in \mathbf{D}_0$. To conclude, we note that $\langle A^\dagger s, A^\dagger \beta(P) \rangle \leq 0$ for any $P \in \mathbf{P}_0$ and $s \in \mathcal{V}$ by Theorem 3.1. Hence, $0 \in \mathcal{V}$ and (A.55) imply $0 \leq \sup_{s \in \mathcal{V}} \langle A^\dagger s, \hat{x}_n^* \rangle \leq \sup_{s \in \mathcal{V}} |\langle A^\dagger s, \hat{x}_n^* - A^\dagger \beta(P) \rangle| = 0$ with probability tending to one uniformly in $P \in \mathbf{D}_0$ as well. ■

**Lemma A.7.** Let $\{V_n\}_{n=1}^\infty$ be random variables with distribution parametrized by $P \in \mathbf{P}$ and $\hat{\mathbb{G}}_n(P) \in \mathbf{R}^{d_n}$ be such that $\hat{\mathbb{G}}_n(P) \sim N(0, \hat{\Sigma}_n(P))$ conditionally on $V_n$. If there exist non-random matrices $\Sigma_n(P)$ such that $\|\hat{\Sigma}_n(P) - \Sigma_n(P)\|_o = O_P(\delta_n)$ uniformly in $P \in \mathcal{P}$, then there exists a $\mathbb{G}_n(P) \sim N(0, \Sigma_n(P))$ independent of $V_n$ and satisfying $\|\hat{\mathbb{G}}_n(P) - \mathbb{G}_n(P)\|_\infty = O_P(\sqrt{\log(1 + d_n)\delta_n})$ uniformly in $P \in \mathbf{P}$.

**Proof:** Let $\{\hat{v}_j(P)\}_{j=1}^{d_n}$ and $\{\hat{\lambda}_j(P)\}_{j=1}^{d_n}$ denote the unit length eigenvectors and eigenvalues of $\hat{\Sigma}_n(P)$. For some $\mathcal{N}_{d_n} \sim N(0, I_{d_n})$ independent of $(V_n, \hat{\mathbb{G}}_n(P))$, set

$$Z_n(P) = \sum_{j: \hat{\lambda}_j(P) \neq 0} \frac{\hat{v}_j(P)^\dagger \hat{\mathbb{G}}_n(P)}{\hat{\lambda}_j^{1/2}(P)} + \sum_{j: \hat{\lambda}_j(P) = 0} \hat{v}_j(P)^\dagger N_{d_n}(P).$$

Since $\mathcal{N}_{d_n}$ is independent of $(V_n, \hat{\mathbb{G}}_n(P))$, it follows $Z_n(P) \sim N(0, I_{d_n})$ conditionally on $V_n$ and hence is independent of $V_n$. We set $\mathbb{G}_n(P) \equiv \Sigma_n^{1/2}(P)Z_n(P)$, which is independent of $V_n$. By Theorem 3.6.1 in Bogachev (1998), $\hat{\mathbb{G}}_n(P) \in \text{range}\{\Sigma_n(P)\}$ and therefore the spectral decomposition of $\Sigma_n^{1/2}$ implies $\hat{\Sigma}_n^{1/2}(P)Z_n(P) = \mathbb{G}_n(P)$. Setting $\hat{\Delta}_n(P) \equiv \hat{\Sigma}_n^{1/2}(P) - \Sigma_n^{1/2}(P)$ and $\hat{\Delta}_{(j,k)}^n(P)$ be its $(j, k)$ entry, we obtain from Lemma A.8, $\sup_{\|v\|_2=1} \langle v, a \rangle = \|a\|_2$ for any $a$, and $\| \cdot \|_\infty \leq \| \cdot \|_2$ that

$$E[\|\hat{\mathbb{G}}_n(P) - \mathbb{G}_n(P)\|_\infty | V_n] \leq \sqrt{\log(1 + d_n)} \max_{1 \leq j \leq d_n} \left( \sum_{k=1}^{d_n} (\hat{\Delta}_{(j,k)}^n(P))^2 \right)^{1/2}$$

$$= \sqrt{\log(1 + d_n)} \sup_{\|v\|_2=1} \|\hat{\Delta}_n(P)v\|_\infty \leq \sqrt{\log(1 + d_n)}\|\hat{\Delta}_n(P)\|_o.$$  \hspace{1cm} (A.56)

Hence, Fubini’s theorem, Markov’s inequality, and (A.56) yield for any $C > 0$

$$\sup_{P \in \mathbf{P}} P(\|\hat{\mathbb{G}}_n(P) - \mathbb{G}_n(P)\|_\infty > C^2 \sqrt{\log(1 + d_n)\delta_n}) \leq \sup_{P \in \mathbf{P}} E_P\left[\frac{\|\hat{\Delta}_n(P)\|_o}{C^2 \sqrt{\delta_n}} \mathbbm{1}\{\|\hat{\Delta}_n(P)\|_o \leq C\sqrt{\delta_n}\}\right] \leq \frac{1}{C}. \hspace{1cm} (A.57)$$

Since $\|\hat{\Delta}_n(P)\|_o \leq \|\hat{\Sigma}_n(P) - \Sigma(P)\|_o$ by Theorem 3.1.1 in Bhatia (1997), (A.57) and $\|\hat{\Sigma}_n(P) - \Sigma(P)\|_o = O_P(\delta_n)$ uniformly in $P \in \mathbf{P}$ imply the lemma. ■

**Lemma A.8.** Let $Z \equiv (Z_1, \ldots, Z_p) \in \mathbf{R}^p$ be jointly Gaussian with $E[Z_i] = 0$ and $E[Z_i^2] \leq \sigma_i^2$ for all $1 \leq j \leq p$. It then follows that for any $q \geq 1$ there exists a constant $K_q < \infty$ such that $E[\|Z\|^q_\infty] \leq K_q(\sigma \sqrt{\log(1 + p)})^q$.  
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Proof: The result is well known and follows from Corollary 2.2.8 and Proposition A.2.4 in van der Vaart and Wellner (1996). ■

Lemma A.9. Let \((Z_1, \ldots, Z_d)\)' \(\in \mathbb{R}^d\) be Gaussian with \(E[Z_j] \geq \mu, \text{ Var}\{Z_j\} = \sigma^2 > 0 \) for all \(j\), and set \(S \equiv \max_{1 \leq j \leq d} Z_j\) and \(m \equiv \text{med}\{S\}\). Then, the distribution of \(S\) is absolutely continuous with density bounded by \((2/\sigma)\max\{(m-(\mu\wedge 0))/\sigma, 1\}\).

Proof: First assume \(\mu \geq 0\) and let \(F\) and \(\Phi\) denote the c.d.f. of \(S\) and a standard normal. Theorem 11.2 in Davydov et al. (1998) implies \(F\) is absolutely continuous and its density satisfies \(F'(r) = q(r)\Phi'(r/\sigma)\) for some nondecreasing \(q\). Moreover,

\[
q(r)\sigma(1 - \Phi(r/\sigma)) \leq \int_r^\infty q(u)\Phi'(u/\sigma)du = \int_r^\infty F'(u)du = P(S \geq r) \leq 1, \quad (A.58)
\]
due to the function \(q\) being nondecreasing. Hence, \(F'(r) = q(r)\Phi'(r/\sigma)\), result (A.58), and Mill’s inequality implying \(\Phi'(r)/(1 - \Phi(r)) \leq 2\max\{r, 1\}\) for all \(r \in \mathbb{R}\) (see, e.g., pg. 64 in Chernozhukov et al. (2014)) yield the bound

\[
F'(r) \leq \Phi'(r/\sigma)/(\sigma(1 - \Phi(r/\sigma))) \leq (2/\sigma)\max\{r/\sigma, 1\}. \quad (A.59)
\]

Next note \(P(S \leq m + \eta) \geq P(\max_j(Z_j - E[Z_j]) \leq \eta) > 0\) for any \(\eta > 0\) due to \(m \geq E[Z_j]\) for all \(j\). As a result, Theorem 11.2 in Davydov et al. (1998) implies \(q\) is continuous at any \(r > m\), which together with \(F'(r) = q(r)\Phi'(r/\sigma)\) establishes \(F\) is differentiable (with derivative \(F'\)) at any \(r > m\). Setting \(\Gamma \equiv \Phi^{-1} \circ F\), then observe \(F = \Phi \circ \Gamma\) and hence at any \(r > m\) we obtain \(F'(r) = \Phi'(\Gamma(r))\Gamma'(r)\) for \(\Gamma'\) the derivative of \(\Gamma\). However, \(\Gamma'\) is decreasing since \(\Gamma\) is concave by Proposition 11.3 in Davydov et al. (1998), while \(\Phi'(\Gamma(r))\) is decreasing on \([m, +\infty)\) due to \(\Phi'\) being decreasing on \([0, \infty)\), \(\Gamma(r) \in [0, \infty)\) for any \(r > m\), and \(\Gamma\) being nondecreasing. Therefore, \(F'\) is decreasing on \((m, +\infty)\) which together with (A.59) yields

\[
\sup_{r \in (m, +\infty)} F'(r) = \limsup_{r \downarrow m} F'(r) \leq \Phi'(m/\sigma)/(\sigma(1 - \Phi(m/\sigma))). \quad (A.60)
\]

Since (A.59) implies \(F'\) is bounded by \(2\max\{m/\sigma, 1\}/\sigma\) on \((-\infty, m]\) and (A.60) implies the same bound on \((m, +\infty)\), the lemma follows when \(\mu \geq 0\). If \(\mu < 0\), then set \(S = (\max_j Z_j - \mu) + \mu\) and apply our first bound to \((\max_j Z_j - \mu)\). ■

Lemma A.10. Let \(C \subseteq \mathbb{R}^k\) be a nonempty polyhedral set containing no lines and \(E\) denote its extreme points. Then: \(E \neq \emptyset\) and for any \(y \in \mathbb{R}^k\) such that \(\sup_{c \in C} \langle c, y \rangle < \infty\), it follows that \(\sup_{c \in C} \langle c, y \rangle = \max_{c \in E} \langle c, y \rangle\).

Proof: Follows from Corollary 32.3.4 in Rockafellar (1970). ■
Lemma A.11. Let $\mathcal{V}^i$ be as defined in (9). Then, $(AA')^\dagger \mathcal{V}^i$ is a nonempty polyhedral set, contains no lines, and zero is one of its extreme points.

Proof: Since $0 \in \mathcal{V}^i$ and $\mathcal{V}^i$ is polyhedral, Theorem 19.3 in Rockafellar (1970) implies $(AA')^\dagger \mathcal{V}^i$ is nonempty and polyhedral. Next note that $A'(AA')^\dagger = A^\dagger$ by Proposition 6.11.1(9) in Luenberger (1969), and hence since any $v \in (AA')^\dagger \mathcal{V}^i$ satisfies $v = (AA')^\dagger s$ for some $s \in \mathcal{V}^i$, we obtain for any $v = (AA')^\dagger s$ that

$$A'v = A'(AA')^\dagger s = A^\dagger s \leq 0. \quad \text{(A.61)}$$

For $N(A')^\perp$ the orthocomplement to the null space of $A'$, note $(AA')^\dagger \mathcal{V}^i \subseteq N(A')^\perp$ because $(AA')^\dagger = (A')^\dagger A^\dagger$. Thus, if $\pm v \in (AA')^\dagger \mathcal{V}^i$, then (A.61) implies $A'v = 0$ which together with $(AA')^\dagger \mathcal{V}^i \subseteq N(A')^\perp$ yields $v \in N(A') \cap N(A')^\perp = \{0\}$, implying $(AA')^\dagger \mathcal{V}^i$ contains no lines. Similarly, if $0 = \lambda v_1 + (1 - \lambda)v_2$ with $v_1, v_2 \in (AA')^\dagger \mathcal{V}^i$ and $\lambda \in (0, 1)$, then (A.61) implies $A'v_1 = A'v_2 = 0$ which together with $(AA')^\dagger \mathcal{V}^i \subseteq N(A')^\perp$ yields $v_1 = v_2 = 0$ implying zero is an extreme point. 

References


