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1 A survey of articles that have used randomized waiting lists

In this section, we present a survey of articles using randomized waitlists to estimate treatment effects. This survey helps motivate the analytical framework we adopt in Section 3 of the paper. To gather a sample of such articles, we started from six articles using randomized waitlists. Four study the effects of US charter schools. Those are Dobbie & Fryer (2011), Angrist et al. (2013), Curto & Fryer (2014), and Dobbie & Fryer Jr (2015). Two study the effects of youth training programs in Latin America and the Caribbean. Those are Attanasio et al. (2011), and Card et al. (2011). Then, we reviewed the 667 articles cited by, and citing on Google scholar as of the end of June 2016, those six articles. Among those, we found 37 other articles that also use randomized waitlists, thus leaving us with 43 articles.\footnote{This methodology enabled us to find a large number of articles relatively fast, though it precluded us from obtaining a sample representative of articles using randomized waitlists.} A list of those 43 articles can be found in Table I below. 27 are published and 16 are not. They estimate the effects of a variety of interventions, including US charter schools, an agricultural training for ex-fighters in Liberia, or Turkey’s vocational training program for the unemployed.

All the treatments considered by these articles have capacity constraints for various groups of applicants, typically defined by their gender, their school grade, or the course they apply for. In each group, a randomized waitlist takes place. Among the 24 articles that report the number of waitlists they use in their analysis, the median is 64. Among the 25 articles that report the average number of applicants per waitlist, the median is 55. Among the 13 articles that report the ratio of seats to applicants, the median is 0.56. Finally, among the 19 articles that report the share of applicants that decline a treatment offer, the median is 0.24.

Most articles estimate the effect of getting an offer on treatment, the first-stage effect (FS). Some articles estimate the intention to treat (ITT) effect of getting an offer only, other articles estimate the LATE only, and many articles estimate both. In the LATE estimations, not all articles use the same instrument. Twenty articles use an indicator for applicants getting an initial offer, the so-called IO instrument. Twenty-two articles use an indicator for applicants ever getting an offer, the so-called EO instrument. These include five articles that use the two instruments. Five articles use other instruments. For instance, one article uses an indicator for applicants receiving an IO and for the 10 applicants ranked below them in each waitlist. Another article uses the IO instrument, but discards all the applicants that got an offer in a subsequent round.\footnote{Relatedly, in another article, researchers randomly assign applicants to three groups: the treatment group, the control group, and the replacement group. Program implementers only pick non-takers’ replacements from the replacement group. In the end, researchers compare the treatment and control groups and discard the replacement group.} Finally, one article uses the EO instrument in some specifications, and another instrument in other specifications.

Because they combine data from several waitlists, most articles use statistical methods ensur-
ing they compare applicants within and not across waitlists. To do so, seven articles follow Hirano et al. (2003) and use propensity score reweighting. Twenty-five articles include waitlist fixed effects in their regressions. Finally, eight articles evaluating the effects of charter schools use a variation of waitlist fixed effects. Students can apply to several schools, and schools conduct their own separate randomized waitlists. As a result, only students applying to the same set of schools have the same probability of entering a charter. Therefore, the authors include fixed effects for each set of applications in their regressions. They refer to these fixed effects as “risk sets”.
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### Table I: Articles using randomized waitlists to estimate causal effects

<table>
<thead>
<tr>
<th>Article</th>
<th># Waitlists</th>
<th>Applicants/waitlist</th>
<th>Seats/applicant</th>
<th>% declining offer</th>
<th>Estimator</th>
<th>Control for waitlists</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abdulkadiroglu et al (2011)</td>
<td>80</td>
<td>136</td>
<td>na</td>
<td>0.20</td>
<td>IO and EO</td>
<td>Risk set FE</td>
</tr>
<tr>
<td>Abdulkadiroglu et al (2016)</td>
<td>3</td>
<td>321</td>
<td>na</td>
<td>na</td>
<td>IO and EO</td>
<td>Risk set FE</td>
</tr>
<tr>
<td>Acevedo et al. (2017)</td>
<td>468</td>
<td>35</td>
<td>0.71</td>
<td>na</td>
<td>EO</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Angrist et al. (2010)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>EO</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Angrist et al. (2012)</td>
<td>4</td>
<td>112</td>
<td>0.53</td>
<td>na</td>
<td>EO</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Angrist et al. (2013)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>EO</td>
<td>Risk set FE</td>
</tr>
<tr>
<td>Angrist et al. (2016)</td>
<td>26</td>
<td>141</td>
<td>0.59</td>
<td>na</td>
<td>IO and EO</td>
<td>Risk set FE</td>
</tr>
<tr>
<td>Angrist et al. (2017)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>IO</td>
<td>na</td>
</tr>
<tr>
<td>Attanasio et al. (2011)</td>
<td>989</td>
<td>45</td>
<td>0.67</td>
<td>0.03</td>
<td>IO</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Behaghel et al. (2017)</td>
<td>14</td>
<td>28</td>
<td>0.56</td>
<td>0.15</td>
<td>DREO</td>
<td>Reweighting</td>
</tr>
<tr>
<td>Blattman and Annan (2016)</td>
<td>70</td>
<td>18</td>
<td>0.48</td>
<td>0.29</td>
<td>EOE</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Card et al. (2011)</td>
<td>245</td>
<td>30</td>
<td>0.67</td>
<td>0.17</td>
<td>EOE</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Clark et al. (2011)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>0.22</td>
<td>EOE</td>
<td>Risk set FE</td>
</tr>
<tr>
<td>Cohodes (2016)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>0.30</td>
<td>EOE</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Cullen et al. (2006)</td>
<td>194</td>
<td>74</td>
<td>0.15</td>
<td>0.64</td>
<td>IO</td>
<td>Risk set FE</td>
</tr>
<tr>
<td>Davis and Heller (2014)</td>
<td>4</td>
<td>55</td>
<td>na</td>
<td>na</td>
<td>EOE</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Davis and Heller (2015)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>Other</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Deming (2011)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>0.15</td>
<td>IO</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Deming (2014)</td>
<td>118</td>
<td>22</td>
<td>na</td>
<td>na</td>
<td>IO</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Deming et al. (2014)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>IO</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Dobbie and Fryer (2011)</td>
<td>7</td>
<td>120</td>
<td>na</td>
<td>0.34</td>
<td>EO and other</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Dobbie and Fryer (2013)</td>
<td>58</td>
<td>170</td>
<td>na</td>
<td>na</td>
<td>Other</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Dobbie and Fryer (2015)</td>
<td>2</td>
<td>300</td>
<td>na</td>
<td>0.37</td>
<td>Other</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Furgeson et al. (2012)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>10</td>
<td>Reweighting</td>
</tr>
<tr>
<td>Gill et al. (2013)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>10</td>
<td>Reweighting</td>
</tr>
<tr>
<td>Gnagey and Lavertu (2016)</td>
<td>8</td>
<td>26</td>
<td>0.58</td>
<td>0.00</td>
<td>EO</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Hastings et al. (2006)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>10</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Hastings et al. (2009)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>10</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Hastings et al. (2012)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>10</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Hirshleifer et al. (2015)</td>
<td>457</td>
<td>13</td>
<td>na</td>
<td>na</td>
<td>Other</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Hoekby and Rockoff (2004)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>Other</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Hoekby and Munarka (2009)</td>
<td>725</td>
<td>45</td>
<td>0.21</td>
<td>0.17</td>
<td>10</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Ibarra et al. (2014)</td>
<td>295</td>
<td>35</td>
<td>0.57</td>
<td>0.17</td>
<td>10</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Ibarra et al. (2015)</td>
<td>295</td>
<td>35</td>
<td>0.57</td>
<td>0.17</td>
<td>10</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>Kraft (2014)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>EO</td>
<td>Lottery FE</td>
</tr>
<tr>
<td>McClure et al. (2005)</td>
<td>2</td>
<td>102</td>
<td>0.49</td>
<td>na</td>
<td>10</td>
<td>na</td>
</tr>
<tr>
<td>Setten (2015)</td>
<td>161</td>
<td>226</td>
<td>0.31</td>
<td>0.45</td>
<td>IO and EO</td>
<td>Risk set FE</td>
</tr>
<tr>
<td>Strick (2012)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>10</td>
<td>na</td>
</tr>
<tr>
<td>Tutt et al. (2012)</td>
<td>na</td>
<td>139</td>
<td>0.36</td>
<td>0.50</td>
<td>EO</td>
<td>Reweighting</td>
</tr>
<tr>
<td>Tutt et al. (2012)</td>
<td>19</td>
<td>62</td>
<td>0.28</td>
<td>10</td>
<td>EO</td>
<td>Reweighting</td>
</tr>
<tr>
<td>Tutt et al. (2012)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>10</td>
<td>EO</td>
</tr>
<tr>
<td>Walters (2014)</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>na</td>
<td>10</td>
<td>Risk set FE</td>
</tr>
<tr>
<td>West et al. (2016)</td>
<td>5</td>
<td>40</td>
<td>na</td>
<td>na</td>
<td>10</td>
<td>Risk set FE</td>
</tr>
</tbody>
</table>
2 Further results

2.1 Additional results on the bias of $\hat{\beta}_{FE}$.

We extend the comparative statics on B performed in section 3.3 to the case of heterogeneous waitlists. If for all $k N_k = N_0$ and $E \left( \left[ \frac{1}{T_k} \sum_{i:D_{ik}(1)=1} Y_{ik}(0) \right] - \frac{1}{N_k-T_k} \sum_{i:D_{ik}(1)=0} Y_{ik}(0) \right) = \Delta_{Y(0)}$, then

$$|B| = \frac{1/K \sum_{k=1}^{K} S_k \left( 1 - \frac{t_k}{t_k + 1/N_0} (1 + 1/N_0) \right)}{1/K \sum_{k=1}^{K} S_k \left( 1 - \frac{s_k}{s_k + 1/N_0} (1 + 1/N_0) \right)} |\Delta_{Y(0)}|,$$

where $t_k$ and $s_k$ respectively denote the proportion of takers and the ratio of applicants to seats in waitlist $k$. Then, the derivative of $|B|$ with respect to $1/N_0$ is equal to a ratio whose denominator is strictly positive and whose numerator is

$$\left[ 1/K \sum_{k=1}^{K} S_k \left( -\frac{t_k}{t_k + 1/N_0} + \frac{t_k}{(t_k + 1/N_0)^2} (1 + 1/N_0) \right) \right] \left[ 1/K \sum_{k=1}^{K} S_k \left( 1 - \frac{s_k}{s_k + 1/N_0} (1 + 1/N_0) \right) \right].$$

One has

$$\frac{\frac{t_k}{t_k + 1/N_0} + \left( t_k + 1/N_0 \right)^2 (1 + 1/N_0)}{\frac{t_k}{(t_k + 1/N_0)^2}} = \frac{\frac{t_k(1-t_k)}{(t_k + 1/N_0)^2}}{\frac{s_k(1-t_k)}{(t_k + 1/N_0)^2} + \frac{s_k}{t_k + 1/N_0} (1 + 1/N_0) > 0.}$$

Moreover,

$$1 - \frac{s_k}{t_k + 1/N_0} (1 + 1/N_0) > 1 - \frac{t_k}{t_k + 1/N_0} (1 + 1/N_0) \geq 0,$$

so $|B|$ is increasing in $1/N_0$, and therefore decreasing in $N_0$.

Similarly, if for all $k t_k = t_0$ and

$$E \left( \left[ \frac{1}{T_k} \sum_{i:D_{ik}(1)=1} Y_{ik}(0) \right] - \frac{1}{N_k-T_k} \sum_{i:D_{ik}(1)=0} Y_{ik}(0) \right) = \Delta_{Y(0)}$$

then

$$|B| = \frac{1/K \sum_{k=1}^{K} S_k \left( 1 - \frac{t_0}{t_0 + 1/N_k} (1 + 1/N_k) \right)}{1/K \sum_{k=1}^{K} S_k \left( 1 - \frac{s_k}{s_k + 1/N_k} (1 + 1/N_k) \right)} |\Delta_{Y(0)}|,$$

Then, the derivative of $|B|$ with respect to $t_0$ is equal to a ratio whose denominator is strictly positive and whose numerator is

$$\left[ 1/K \sum_{k=1}^{K} S_k \left( -\frac{t_0}{t_0 + 1/N_k} + \frac{t_0}{(t_0 + 1/N_k)^2} (1 + 1/N_k) \right) \right] \left[ 1/K \sum_{k=1}^{K} S_k \left( 1 - \frac{s_k}{s_k + 1/N_k} (1 + 1/N_k) \right) \right].$$
which is strictly negative, so \(|B|\) is decreasing in \(t_0\).

Finally, if for all \(k\) \(s_k = s_0\) and

\[
E \left( \frac{1}{T_k} \sum_{i:D_k(1)=1} Y_{ik}(0) - \frac{1}{N_k-s_k} \sum_{i:D_k(1)=0} Y_{ik}(0) \right) = \Delta Y(0),
\]

then

\[
|B| = \frac{1/K \sum_{k=1}^{K} \left( N_k - \frac{1}{t_k+1/N_k} (N_k + 1) \right)}{1/K \sum_{k=1}^{K} \left( N_k - \frac{s_0}{t_k+1/N_k} (N_k + 1) \right)} \Delta Y(0),
\]

which is clearly increasing in \(s_0\).

2.2 Asymptotic distributions of \(\hat{\beta}_{FE}^E\) and \(\hat{\Delta} - \hat{\beta}_{FE}^E\).

In the section, we derive the asymptotic distributions of \(\hat{\beta}_{FE}^E\) and \(\hat{\Delta} - \hat{\beta}_{FE}^E\). Let

\[
\hat{\beta}_{FE,K} = \frac{1}{K} \sum_{k=1}^{K} E \left( RF_{k}^E \right)
\]

(31)

Let also \(FS_E = \lim_{K \to +\infty} \frac{1}{K} \sum_{k=1}^{K} E \left( FS_{k}^E \right)\) and \(\beta_{FE}^E = \lim_{K \to +\infty} \hat{\beta}_{FE,K}\), where Assumption 7 ensures that those limits exist. Finally, for all \(k\) let \(\Lambda_k = \frac{RF_{k}^E-\beta_{k}^E FS_{k}^E}{FS_{k}^E}\).

Assumption 6 (Assumptions to derive the asymptotic distributions of \(\hat{\beta}_{FE}^E\) and \(\hat{\Delta} - \hat{\beta}_{FE}^E\))

The following sequences have finite limits when \(K \to +\infty\): i) \(\frac{1}{K} \sum_{k=1}^{K} E \left( RF_{k}^E \right)\), ii) \(\frac{1}{K} \sum_{k=1}^{K} E \left( FS_{k}^E \right)\), iii) \(\frac{1}{K} \sum_{k=1}^{K} E \left( RF_{k}^E FS_{k}^E \right)\), iv) \(\frac{1}{K} \sum_{k=1}^{K} E \left( \Lambda_k - \Lambda_k^E \right)\), v) \(\frac{1}{K} \sum_{k=1}^{K} E \left( RF_{k}^E FS_{k}^E \right)\), vi) \(\frac{1}{K} \sum_{k=1}^{K} E \left( RF_{k}^E \right)\), vii) \(\frac{1}{K} \sum_{k=1}^{K} E \left( FS_{k}^E \right)\), viii) \(\frac{1}{K} \sum_{k=1}^{K} E \left( \Lambda_k - \Lambda_k^E \right)\), ix) \(\frac{1}{K} \sum_{k=1}^{K} E \left( RF_{k}^E \right)\), x) \(\frac{1}{K} \sum_{k=1}^{K} E \left( FS_{k}^E \right)\), xi) \(\frac{1}{K} \sum_{k=1}^{K} E \left( \Lambda_k - \Lambda_k^E \right)\), and xii) \(\frac{1}{K} \sum_{k=1}^{K} E \left( \Lambda_k - \Lambda_k^E \right)\).

Let \(\hat{\Lambda}_k = \frac{RF_{k}^E-\beta_{k}^E FS_{k}^E}{FS_{k}^E}\), \(\hat{\sigma}_{E,+}^2 = \frac{1}{K} \sum_{k=1}^{K} \left( \hat{\Lambda}_k - \Lambda_k^E \right)^2\), \(\hat{\sigma}_{diff,+}^2 = \frac{1}{K} \sum_{k=1}^{K} \left( \hat{\Lambda}_k - \Lambda_k^E \right) - \left( \hat{\Lambda}_j - \Lambda_j^E \right) \right)^2\), \(\hat{\sigma}_{diff,+}^2 = \frac{1}{K} \sum_{k=1}^{K} \left( \hat{\Lambda}_k - \Lambda_k^E \right) - \left( \hat{\Lambda}_j - \Lambda_j^E \right) \right)^2\).

Theorem 2.1 If Assumptions 1-4, 6, and 7 hold:

a) \(\sqrt{K} \left( \hat{\beta}_{FE,K} - \beta_{FE,K} \right) \overset{d}{\to} \mathcal{N} (0, \sigma_{E,+}^2)\) and \(\hat{\sigma}_{E,+}^2 \overset{p}{\to} \sigma_{E,+}^2 \geq \sigma_{E,+}^2\).

b) \(\sqrt{K} \left( \hat{\Delta} - \hat{\beta}_{FE,K} - \left( \Delta_k - \beta_{FE,K} \right) \right) \overset{d}{\to} \mathcal{N} (0, \sigma_{diff,+}^2)\) and \(\hat{\sigma}_{diff,+}^2 \overset{p}{\to} \sigma_{diff,+}^2 \geq \sigma_{diff,+}^2\).

Theorem 2.1 implies that \(\hat{\beta}_{FE}^E\) and \(\hat{\Delta} - \hat{\beta}_{FE}^E\) are asymptotically normal. As in Theorem 3.1 in the paper, their asymptotic variances can only be conservatively estimated.
2.3 Which fraction of the bias of the EO estimator respectively come from the endogenous stopping rule and the waitlist fixed effects?

As explained in Section 2 of the paper, the inconsistency of \( \widehat{\beta}_{FE} \) stems from the endogenous stopping rule in the offer process, as well as from the inclusion of waitlist fixed effects in the regression. One may then wonder which fraction of the total asymptotic bias these two issues respectively account for. To answer this question, we study the probability limit of

\[
\widehat{\beta}_{FE}^D = \frac{1}{K} \sum_{k=1}^{K} N_k \frac{L_k}{N_k} \left( 1 - \frac{L_k}{N_k} \right) \left( \frac{1}{L_k-1} \sum_{i: Z_{ik}=1} w_{ik} Y_{ik} - \frac{1}{N_k-L_k} \sum_{i: Z_{ik}=0} w_{ik} Y_{ik} \right),
\]

an estimator downweighting takers receiving an offer as the DREO estimator, but reweighting lotteries as the EO estimator. One can show that if there exist real numbers \( \Delta_Y^{(0)}, N_0, T_0, \) and \( S_k \) such that for every \( k, E \left[ \left( \frac{1}{L_k} \sum_{i:D_{ik}(1)=1} Y_{ik}(0) - \frac{1}{N_k-L_k} \sum_{i:D_{ik}(1)=0} Y_{ik}(0) \right) \right] = \Delta_Y^{(0)}, \)

\( N_k = N_0, T_k = T_0, \) and \( S_k = S_0, \) then under Assumptions 1-4 and a technical condition similar to Assumption 7, \( \widehat{\beta}_{FE}^D \) converges in probability to the sum of two terms when \( K \to +\infty. \) The first term is a weighted average of the LATEs of takers in each lottery, while the second term is a bias term equal to

\[
\frac{1}{1 - \frac{1}{N_0}} \left( S_0 - 1 + \frac{T_0}{N_0} \right) - (T_0 - 1) \frac{S_0}{T_0+1} \frac{N_0+1}{N_0} \Delta_Y^{(0)}. \tag{32}
\]

Using (32) above and (3) in the paper, one can decompose the asymptotic bias of \( \widehat{\beta}_{FE}^E \) in any DGP with homogeneous lotteries. For instance, if \( N_0 = 20, T_0 = 12, S_0 = 10, \Delta_Y^{(0)} = -0.4, \) and if the treatment effect is constant and equal to 0.2, the limits of \( \widehat{\beta}_{FE}^E \) and \( \widehat{\beta}_{FE}^D \) are respectively equal to 0.136 and 0.149, thus implying that in this DGP, the lottery fixed effects account for 79% of the total asymptotic bias of the EO estimator.

2.4 Assessing whether heterogeneous LATEs across waitlists can account for the difference between the EO and DREO estimators

Under Assumptions 1-7, Theorem 3.2 in the paper shows that \( \widehat{\beta}_{FE}^E \) converges towards the sum of two terms. The first is a weighted average of the LATEs of takers in each waitlist. The second term, \( B, \) is a bias term. Even if \( B = 0, \) the probability limits of \( \widehat{\beta}_{FE}^E \) and \( \widehat{\Delta} \) may differ if takers’ LATEs are heterogeneous across waitlists.

To assess whether heterogeneous LATEs across waitlists are likely to explain the difference between \( \widehat{\beta}_{FE}^E \) and \( \widehat{\Delta}, \) one can compare \( \widehat{\beta}_{PS}^I \) to \( \widehat{\beta}_{FE}^I, \) the coefficient of \( D_{ik} \) in a 2SLS regression of \( Y_{ik} \) on \( D_{ik} \) and waitlist fixed effects using \( Z_{ik} \) as the instrument. \( \widehat{\beta}_{PS}^I \) converges towards the LATE of takers, while \( \widehat{\beta}_{FE}^I \) converges towards a weighted average of takers’ LATEs in each waitlist, so any statistically significant difference between these estimators must come from
heterogeneous LATEs across waitlists. If $\hat{\beta}_{PS}$ and $\hat{\beta}_{FE}$ are close, heterogeneous LATEs are unlikely to explain the difference between $\hat{\beta}_{FE}$ and $\hat{\Delta}$. This test remains suggestive, because the reweightings of waitlists attached to $\hat{\beta}_{FE}$ and $\hat{\beta}_{FE}$ are not the same. \footnote{On the other hand, comparing the EO estimator with propensity score reweighting to $\hat{\beta}_{FE}$ is uninformative as to LATEs’ heterogeneity across waitlists.}

2.5 The DREO estimator with covariates

Assume one wants to include covariates in the estimation, to increase statistical precision. The DREO estimator with covariates we propose is $\hat{\Delta}^X$, the coefficient of $Z_{ik}$ in a 2SLS regression of $Y_{ik}$ on $D_{ik}$ and $X_{ik}$, using $Z_{ik}$ as the instrument and weighted by the weights $w_{DR}^{ik}$ defined in the paper. One can show that $\sqrt{K}(\hat{\Delta}^X - \Delta_K)$ converges towards a normal distribution under Assumptions 1 and 3, and modified versions of Assumptions 2 and 4 accounting for the covariates.

2.6 The DREO estimator with a non-binary treatment

Throughout the paper, we have assumed that treatment is binary. When the treatment takes a finite number of values \{0, 1, ..., $d$\}, one can still use the DREO estimator, provided one replaces $w_{ik}$ by $1 - Z_{ik}1\{D_{ik} > 0\}/S_k$ in its definition. Then, one can show that $\hat{\Delta}$ consistently estimates the average causal response parameter defined in Angrist & Imbens (1995).

3 Monte-Carlo simulations

3.1 Comparing the EO, IO, and DREO estimators

In this section, we run simulations to compare the IO, EO, and DREO estimators. We consider designs with 120 and 240 waitlists. Each waitlist has 40 applicants (30 takers and 10 non takers), and 20 seats for treatment. To choose these numbers, we used our survey in Section 1. For instance, 38% of articles therein use at least 120 waitlists in their analysis, and 29% use at least 240 waitlists. Then, we respectively draw values of $Y_{ik}(0) | D_{ik}(1) = 1$ and $Y_{ik}(0) | D_{ik}(1) = 0$ from $\mathcal{N}(0, 1)$ and $\mathcal{N}(0.4, 1)$ distributions, so the mean of $Y_{ik}(0)$ is 0.4 standard deviation ($\sigma$) larger for non-takers than takers. The treatment effect is constant across applicants and waitlists: $Y_{ik}(1) - Y_{ik}(0) = 0.2$. Once potential treatments and outcomes have been drawn, applicants are randomly ranked, offers are made according to that ranking until all seats are filled, $D_{ik}$ and $Y_{ik}$ are determined accordingly, and we estimate the IO, EO, and DREO estimators. We repeat this procedure 500 times, and report the mean and standard error (SE) of each estimator, as well as the coverage rate of their 95% confidence interval (CI). To construct those CIs, we use the robust standard errors of the IO and EO
estimators, and \( \hat{\sigma}_+/\sqrt{K-1} \) for the DREO estimator.\(^4\) We also consider two other designs. In Design 2, there are 24 takers per waitlist, and all the other parameters are the same as in Design 1. In Design 3, there are 20 applicants and 10 seats per waitlist, 12 applicants are takers, and all the other parameters are the same as in Design 1. Note that in these designs, all waitlists have the same number of applicants, the same number of takers, and the same expectations of takers’ and non-takers’ potential outcomes, so the confidence interval attached to the DREO estimator should not be conservative.

Results are shown in Table II below. In all designs, \( \hat{\beta}^E_{FE} \) is a biased estimator of \( \Delta_K \). This is despite the fact that all these simulation designs have homogeneous waitlists: as discussed in the paper, the EO estimator is less biased with homogeneous than with heterogeneous waitlists. On the other hand, \( \hat{\beta}^I_{PS} \) and \( \hat{\Delta} \) are not visibly biased. In Design 1, the bias of \( \hat{\beta}^E_{FE} \) is too small to distort the coverage of its confidence interval. In Designs 2 and 3, this bias strongly distorts coverage, especially with 240 waitlists. On the contrary, the confidence intervals of \( \hat{\beta}^I_{PS} \) and \( \hat{\Delta} \) have the desired coverage in all the panels of the table. Interestingly, in all the panels, the mean of \( \hat{\beta}^E_{FE} \) is close to its probability limit. Indeed, using (3) in the paper, one can compute that this limit is respectively equal to 0.190, 0.164, and 0.136 in Designs 1 to 3. Across all panels, the standard error of \( \hat{\Delta} \) is 27.6 to 57.3% smaller than that of \( \hat{\beta}^I_{PS} \). On the other hand, the standard error of \( \hat{\Delta} \) is 2.4 to 12.5% larger than that of \( \hat{\beta}^E_{FE} \). The mean squared error of \( \hat{\Delta} \) is still lower than that of \( \hat{\beta}^E_{FE} \) in all panels, but one can find DGPs where the converse holds.

\(^4\)The coverage of the DREO estimator’s CI in Table II below remains similar if we instead use robust standard errors.
Table II: Simulation results

<table>
<thead>
<tr>
<th>Simulations with 120 waitlists</th>
<th></th>
<th>Average</th>
<th>SE</th>
<th>Coverage 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Design 1: (N_k = 40, S_k = 20, T_k = 30, \Delta_Y(Y(0)) = -0.4, \Delta_K = 0.2)</td>
<td>(\hat{\beta}_{PS})</td>
<td>0.201</td>
<td>0.058</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td>(\hat{\beta}_{FE})</td>
<td>0.190</td>
<td>0.041</td>
<td>0.932</td>
</tr>
<tr>
<td></td>
<td>(\hat{\Delta})</td>
<td>0.199</td>
<td>0.042</td>
<td>0.952</td>
</tr>
</tbody>
</table>

B. Design 2: 24 takers per lottery, otherwise same as Design 1

<table>
<thead>
<tr>
<th>Average</th>
<th>SE</th>
<th>Coverage 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{\beta}_{PS})</td>
<td>0.210</td>
<td>0.151</td>
</tr>
<tr>
<td>(\hat{\beta}_{FE})</td>
<td>0.164</td>
<td>0.062</td>
</tr>
<tr>
<td>(\hat{\Delta})</td>
<td>0.199</td>
<td>0.067</td>
</tr>
</tbody>
</table>

C. Design 3: Lotteries twice smaller, otherwise same as Design 2

<table>
<thead>
<tr>
<th>Average</th>
<th>SE</th>
<th>Coverage 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{\beta}_{PS})</td>
<td>0.210</td>
<td>0.199</td>
</tr>
<tr>
<td>(\hat{\beta}_{FE})</td>
<td>0.135</td>
<td>0.080</td>
</tr>
<tr>
<td>(\hat{\Delta})</td>
<td>0.198</td>
<td>0.090</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simulations with 240 waitlists</th>
<th></th>
<th>Average</th>
<th>SE</th>
<th>Coverage 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>D. Design 1: (N_k = 40, S_k = 20, T_k = 30, \Delta_Y(Y(0)) = -0.4, \Delta_K = 0.2)</td>
<td>(\hat{\beta}_{PS})</td>
<td>0.198</td>
<td>0.039</td>
<td>0.968</td>
</tr>
<tr>
<td></td>
<td>(\hat{\beta}_{FE})</td>
<td>0.189</td>
<td>0.026</td>
<td>0.962</td>
</tr>
<tr>
<td></td>
<td>(\hat{\Delta})</td>
<td>0.199</td>
<td>0.027</td>
<td>0.964</td>
</tr>
</tbody>
</table>

E. Design 2: 24 takers per lottery, otherwise same as Design 1

<table>
<thead>
<tr>
<th>Average</th>
<th>SE</th>
<th>Coverage 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{\beta}_{PS})</td>
<td>0.207</td>
<td>0.103</td>
</tr>
<tr>
<td>(\hat{\beta}_{FE})</td>
<td>0.166</td>
<td>0.042</td>
</tr>
<tr>
<td>(\hat{\Delta})</td>
<td>0.201</td>
<td>0.044</td>
</tr>
</tbody>
</table>

F. Design 3: Lotteries twice smaller, otherwise same as Design 2

<table>
<thead>
<tr>
<th>Average</th>
<th>SE</th>
<th>Coverage 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{\beta}_{PS})</td>
<td>0.209</td>
<td>0.149</td>
</tr>
<tr>
<td>(\hat{\beta}_{FE})</td>
<td>0.137</td>
<td>0.060</td>
</tr>
<tr>
<td>(\hat{\Delta})</td>
<td>0.202</td>
<td>0.066</td>
</tr>
</tbody>
</table>

Notes. The table simulates the IO, EO, and DREO estimators of \(\Delta_K\). Columns 2 to 4 display the mean, standard error, and coverage of the 95% confidence interval of the estimators in Column 1, computed from 500 replications. Designs in the top three and bottom three panels respectively have 120 and 240 waitlists. Design 1 has 30 takers, 10 non takers, and 20 seats per waitlist. The treatment effect is constant and equal to 0.2, and the mean of \(Y(0)\) is 0.4 standard deviation larger for non takers than takers. Design 2 is the same, except that it has 24 takers per waitlist. Design 3 is the same, except that it has 20 applicants, 12 takers, and 10 seats per waitlist.
3.2 Assessing the robustness of the asymptotic formulas derived in Theorem 3.3 to violations of Assumption 5

In this subsection, we provide simulations to assess the robustness of the asymptotic formulas in Theorem 3.3 to violations of points c), d) and f) of Assumption 5. The simulations are based on the same design as in Panel E of Table II, with homogenous lotteries such that $N_k = 40$, $S_k = 20$ and $T_k = 24$ for all $k$. This implies that point f) of Assumption 5 is not satisfied. In a first DGP (Panel A of Table III), we draw values of $Y_{ik}(0)|D_{ik}(1) = 1$ and $Y_{ik}(0)|D_{ik}(1) = 0$ from the same $\mathcal{N}(0,1)$ distribution, so that all points of Assumption 5 except f) are satisfied. In a second DGP (Panel B), we draw values of $Y_{ik}(0)|D_{ik}(1) = 1$ and $Y_{ik}(0)|D_{ik}(1) = 0$ from different distributions ($\mathcal{N}(0,1)$ and $\mathcal{N}(0.4,1)$ distributions respectively, as in Panel E of Table II), so that points c) and f) are violated. The third DGP (Panel C) has heterogeneous treatment effects with values of $Y_{ik}(1) - Y_{ik}(0)|D_{ik}(1) = 1$ drawn from a $\mathcal{N}(0.2,1)$ distribution, so that points c), d), and f) are violated. For these three DGPs, Table III displays the mean and standard deviation of the simulated IO and DREO estimators over 500 replications (Columns 2 and 3 respectively), and the standard errors computed following the asymptotic formulas derived in Theorem 3.3 (Column 4). The results show that the approximations provided by Theorem 3.3 remain quite accurate when points c) and f) of Assumption 5 are violated. The approximation of $V\left(\hat{\beta}_{PS}^l\right)$ is slightly less accurate when point d) is violated too, but that of $V\left(\hat{\Delta}\right)$ remains accurate.
Table III: Robustness of standard errors in Theorem 3.3 to violations of Assumption 5

<table>
<thead>
<tr>
<th></th>
<th>A. Violation of point f)</th>
<th>B. Violations of point c) and f)</th>
<th>C. Violations of point c), d) and f)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
<td>SE</td>
<td>Asympt. formula</td>
</tr>
<tr>
<td>( \hat{\beta}^I_{PS} )</td>
<td>0.195</td>
<td>0.096</td>
<td>0.102</td>
</tr>
<tr>
<td>( \hat{\Delta} )</td>
<td>0.199</td>
<td>0.044</td>
<td>0.046</td>
</tr>
</tbody>
</table>

Notes. The table simulates the IO and DREO estimators of \( \Delta_K \). Columns 2 and 3 display the mean and standard error of the estimators in Column 1, computed from 500 replications. Column 4 displays the asymptotic approximations based on Theorem 3.3. All designs have 240 waitlists, 24 takers, 16 non-takers, and 20 seats per waitlist. The average treatment effect is equal to 0.2. The treatment effect is constant in Panel A and B, but drawn from a \( \mathcal{N}(0,2) \) distribution in Panel C. The mean of \( Y(0) \) is the same for non-takers and takers in Panel A, but it is 0.4 standard deviation larger for non-takers than takers in Panels B and C.

3.3 Comparing the DREO estimator to the optimal 2SLS estimator using a function of applicants’ rank as an instrument for treatment.

In the paper, we discuss the fact that the IO estimator is a consistent estimator of the LATE of takers. Actually, any 2SLS estimator using a function of applicants’ random numbers \( R_{ik} \) to instrument for \( D_{ik} \) is also consistent, provided that function has some predictive power for \( D_{ik} \).

\(^5\) Newey (1990) shows that if the treatment effect is constant, the (infeasible) optimal estimator of the constant treatment effect within that class is that which uses \( E(D_{ik}|R_{ik}) \) to instrument for \( D_{ik} \). Let \( \hat{\beta}_R^* \) denote that estimator. One can show that under Assumptions 1-3,

\[
E(D_{ik}|R_{ik} = r, P_k) = 1\{1 \leq r \leq S_k\} \frac{T_k}{N_k} + 1\{S_k+1 \leq r \leq S_k+N_k-T_k\} \sum_{j=\max(1,r-(N_k-T_k))}^{S_k} \frac{(r-1)(N_k-r)}{N_k} \left( \frac{N_k}{T_k} \right)^j .
\]

We use the formula above to compute \( \hat{\beta}_R^* \). Our simulation design is the same as that in Panel A of Table II, where the treatment effect is constant. Results in Table IV show that \( \hat{\Delta} \) has a

\(^5\) \( \hat{\Delta} \) does not belong to that class of estimators, because \( Z_{ik} \) is a function of both \( R_{ik} \) and \( L_k \).

\(^6\) For \( r \in \{S_k+1..S_k+N_k-T_k\} \), the formula corresponds to the sum of the probability of having a taker with \( R_{ik} = r \) and \( j-1 \) takers with \( R_{ik} \leq r-1 \), for \( j \) going from \( \max(1,r-(N_k-T_k)) \) to \( S_k \). Indeed, at least \( \max(0,r-1-(N_k-T_k)) \) takers must have \( R_{ik} \leq r-1 \), and if more than \( S_k-1 \) takers have \( R_{ik} \leq r-1 \), the applicant with \( R_{ik} = r \) does not get an offer.
lower variance than $\hat{\beta}_R^*$, and the difference is highly significant (t-stat = -5.54). This shows that in DGPs with a constant treatment effect, $\hat{\Delta}$ is not uniformly dominated by $\hat{\beta}_R^*$, the optimal estimator among all 2SLS estimators using a function of $R_{ik}$ to instrument for $D_{ik}$.

Table IV: Comparing the performances of $\hat{\Delta}$ and $\hat{\beta}_R^*$

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>SE</th>
<th>Coverage 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\Delta}$</td>
<td>0.203</td>
<td>0.040</td>
<td>0.964</td>
</tr>
<tr>
<td>$\hat{\beta}_R^*$</td>
<td>0.204</td>
<td>0.043</td>
<td>0.964</td>
</tr>
</tbody>
</table>

Notes. The table simulates the DREO estimator and $\hat{\beta}_R^*$, the optimal estimator of the LATE among all 2SLS estimators using a function of applicants’ ranks to instrument for the treatment. Columns 2 to 4 display the mean, standard error, and coverage of the 95% confidence interval of the estimators in Column 1. These statistics are computed from 500 replications. The simulation design is the same as in Panel A of Table II.

3.4 Assessing the number of waitlists needed for the asymptotic distribution in Theorem 3.1 in the paper to approximate the distribution of $\hat{\Delta}$ well

In this subsection, we assess the number of waitlists needed for the asymptotic distribution in Theorem 3.1 in the paper to approximate well the distribution of $\hat{\Delta}$. We consider the same design as Design 1 in Section 3.1, with 40, 20, 10, and 5 waitlists. In each simulation, we draw 2,000 samples. Table V below shows the coverage rate of the 95% CI attached to $\hat{\Delta}$, and the 95% CI of this coverage rate. With 40 and 20 waitlists, the CI attached to $\hat{\Delta}$ has the desired coverage rate. On the other hand, with 10 and 5 waitlists, its coverage is significantly lower than 0.95. This suggests that articles that use less than 20 waitlists in their analysis may not be able to use Theorem 3.1 in the paper for inference.

Table V: Coverage rate of the 95% CI attached to $\hat{\Delta}$

<table>
<thead>
<tr>
<th></th>
<th>Coverage 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>40 waitlists</td>
<td>0.944 ([0.933,0.954])</td>
</tr>
<tr>
<td>20 waitlists</td>
<td>0.950 ([0.940,0.959])</td>
</tr>
<tr>
<td>10 waitlists</td>
<td>0.929 ([0.918,0.940])</td>
</tr>
<tr>
<td>5 waitlists</td>
<td>0.912 ([0.900,0.925])</td>
</tr>
</tbody>
</table>

Notes. The table shows the coverage rate of the confidence interval attached to $\hat{\Delta}$, in the same design as Design 1 in Table II, but with 40, 20, 10, and 5 waitlists. Each simulation has 2,000 replications. The 95% confidence interval of the coverage rate is reported between parentheses.
3.5 Assessing the use of robust standard errors in applications with a small number of waitlists

In this subsection, we assess whether one can use robust standard errors for inference when the number of waitlists is too small to rely on Theorem 3.1 in the paper for inference. We first consider the same design as Design 1 in Section 3.1, except that the number of waitlists is equal to 10. Then, we consider a design with 20 applicants, 15 takers, and 10 seats per waitlist. Then, we consider another design with 10 applicants, 7 takers, and 5 seats per waitlist. Finally, we consider a design with 4 applicants, 3 takers, and 2 seats per waitlist. In each design, we draw 2,000 samples. To estimate the 95% CI attached to \( \hat{\Delta} \), we use the variance of the coefficient of \( D_{ik} \) in a 2SLS regression of \( Y_{ik} \) on \( D_{ik} \) using \( Z_{ik} \) as the instrument, where applicants are reweighted by \( w_{ik}^{DR} \), using robust standard errors. Table VI below shows the coverage rate of the 95% CI attached to \( \hat{\Delta} \) using this robust variance estimator, and the 95% CI of this coverage rate. With 40 and 20 applicants per waitlist, the CI attached to \( \hat{\Delta} \) has the desired coverage rate. On the other hand, with 10 and 4 applicants, its coverage is significantly lower than 0.95. This suggests that articles that use less than 20 waitlists in their analysis may be able to use robust standard errors for inference, provided they have at least 20 applicants per waitlist.

Table VI: Using robust standard errors in applications with 10 waitlists

<table>
<thead>
<tr>
<th>Coverage 95% CI</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>40 applicants, 30 takers, 20 seats</td>
<td>0.945 ([0.934,0.955])</td>
</tr>
<tr>
<td>20 applicants, 15 takers, 10 seats</td>
<td>0.953 ([0.944,0.962])</td>
</tr>
<tr>
<td>10 applicants, 7 takers, 5 seats</td>
<td>0.937 ([0.926,0.948])</td>
</tr>
<tr>
<td>4 applicants, 3 takers, 2 seats</td>
<td>0.933 ([0.922,0.944])</td>
</tr>
</tbody>
</table>

Notes: The table shows the coverage rate of the confidence interval attached to \( \hat{\Delta} \) using robust standard errors, in the same design as Design 1 in Table II, but with 40, 20, 10, and 5 applicants per waitlist. Each simulation has 2,000 replications. The 95% confidence interval of the coverage rate is reported between parentheses.

4 Proofs of some results in the paper not proven therein

Theorem 3.2 relies on Assumption 7 below. Let

\[
RF^{E}_{k} = N_{k} \frac{L_{k}}{N_{k}} \left( 1 - \frac{L_{k}}{N_{k}} \right) \left( \frac{1}{L_{k}} \sum_{i:Z_{ik}=1} Y_{ik} - \frac{1}{N_{k} - L_{k}} \sum_{i:Z_{ik}=0} Y_{ik} \right),
\]

\[
FS^{E}_{k} = N_{k} \frac{L_{k}}{N_{k}} \left( 1 - \frac{L_{k}}{N_{k}} \right) \frac{1}{L_{k}} \sum_{i:Z_{ik}=1} D_{ik}.
\]

Assumption 7 (Technical assumptions to derive the probability limit of \( \beta^{E}_{FE} \))
\[
\frac{1}{K} \sum_{k=1}^{K} E \left( \frac{S_k \left( N_k - S_k \frac{N_k + 1}{T_k} \right)}{N_k} \right), \quad \frac{1}{K} \sum_{k=1}^{K} E \left( \frac{S_k \left( N_k - T_k \frac{N_k + 1}{T_k} \right)}{N_k} \right) \left[ \frac{1}{T_k} \sum_{i : D_{ik}(1) = 1} Y_{ik}(0) - \frac{1}{N_k - T_k} \sum_{i : D_{ik}(1) = 0} Y_{ik}(0) \right],
\]

and \[
\frac{1}{K} \sum_{k=1}^{K} E \left( \frac{S_k \left( N_k - S_k \frac{N_k + 1}{T_k} \right)}{N_k} \right) \frac{1}{T_k} \sum_{i : D_{ik}(1) = 1} [Y_{ik}(1) - Y_{ik}(0)] \]

have finite limits when \( K \to +\infty \).

**Proof of Theorem 3.2**

First, \[
E(L_k|P_k) = \sum_{l=S_k}^{N_k-T_k+S_k} \frac{N_k-T_k+S_k \left( \frac{(l-1)}{(S_k-1)} - \frac{(l)}{S_k} \right)}{T_k} \left( \frac{(N_k-l)}{(T_k)} \right)
\]

\[
= S_k \frac{N_k + 1}{T_k + 1} \sum_{l=S_k}^{N_k-T_k+S_k} \frac{(l)}{(S_k)} \left( \frac{(N_k-l)}{(T_k)} \right)
\]

\[
= S_k \frac{N_k + 1}{T_k + 1}.
\] (33)

This derivation follows from arguments similar to those used when deriving (5).

Then, it follows from the fact that a 2SLS coefficient with one endogenous variable and one instrument is equal to the ratio of the reduced form and first stage coefficients, from Equation (3.3.7) in Angrist & Pischke (2008), and from the definitions of \( RF_{k}^{E} \) and \( FS_{k}^{E} \), that

\[
\hat{\beta}_{FE}^{E} = \frac{1}{K} \sum_{k=1}^{K} RF_{k}^{E} \frac{1}{K} \sum_{k=1}^{K} FS_{k}^{E}.
\] (34)
For every $k$,

$$E(\mathcal{RF}_k^E)$$

\[
= E \left( \left(1 - \frac{L_k}{N_k}\right) \sum_{i=1}^{N_k} Y_{ik}(D_{ik}(1))1\{R_{ik} \leq L_k\} - \frac{L_k}{N_k} \sum_{i=1}^{N_k} Y_{ik}(0) \right) \\
= \left(1 - \frac{L_k}{N_k}\right) \sum_{i=1}^{N_k} Y_{ik}(D_{ik}(1))E(1\{R_{ik} \leq L_k\}|L_k, \mathcal{P}_k) - \frac{L_k}{N_k} \sum_{i=1}^{N_k} Y_{ik}(0) (1 - E(1\{R_{ik} \leq L_k\}|L_k, \mathcal{P}_k)) \\
= \left(1 - \frac{L_k}{N_k}\right) \sum_{i=1}^{N_k} Y_{ik}(D_{ik}(1)) \left( \frac{S_k}{T_k} + (1 - D_{ik}(1)) \frac{L_k - S_k}{N_k - T_k} \right) \\
\quad - \frac{L_k}{N_k} \sum_{i=1}^{N_k} Y_{ik}(0) \left( \frac{T_k - S_k}{T_k} + (1 - D_{ik}(1)) \frac{N_k - T_k - L_k + S_k}{N_k - T_k} \right) \\
= E \left( \left(\frac{N_k - L_k}{N_k}\right)S_k \frac{1}{T_k} \sum_{i:D_{ik}(1)=1} Y_{ik}(1) - \frac{L_k}{N_k} \sum_{i:D_{ik}(1)=1} \frac{T_k - S_k}{T_k} Y_{ik}(0) \right) \\
\quad + \left(\frac{N_k - L_k}{N_k}\right)(L_k - S_k) - \frac{L_k}{N_k} (N_k - T_k - L_k + S_k) \frac{1}{N_k - T_k} \sum_{i:D_{ik}(1)=0} Y_{ik}(0) \\
= E \left( \left(\frac{N_k - L_k}{N_k}\right)S_k \frac{1}{T_k} \sum_{i:D_{ik}(1)=1} [Y_{ik}(1) - Y_{ik}(0)] \\
\quad + \frac{N_kS_k - L_kT_k}{N_k} \left( \frac{1}{T_k} \sum_{i:D_{ik}(1)=1} Y_{ik}(0) - \frac{1}{N_k - T_k} \sum_{i:D_{ik}(1)=0} Y_{ik}(0) \right) \right) \\
= E \left( S_k \left(\frac{N_k - S_k}{T_k + 1}\right) \frac{1}{T_k} \sum_{i:D_{ik}(1)=1} [Y_{ik}(1) - Y_{ik}(0)] \\
\quad + \frac{S_k}{N_k} \left(\frac{N_k - T_k}{T_k + 1}\right) \left( \frac{1}{T_k} \sum_{i:D_{ik}(1)=1} Y_{ik}(0) - \frac{1}{N_k - T_k} \sum_{i:D_{ik}(1)=0} Y_{ik}(0) \right) \right). \tag{35} \\
\]

The first equality follows from the definition of $RF_k^E$ and some algebra. The second equality follows from the law of iterated expectations and the linearity of the conditional expectation. The third equality follows from (7) and (8). The fourth and fifth equality follow from some algebra. The last equality follows from the law of iterated expectations, the linearity of the conditional expectation, and (33).

Similarly, one can show that for every $k$,

$$E(\mathcal{FS}_k^E) = E \left( \frac{S_k \left(\frac{N_k - S_k}{T_k + 1}\right)}{N_k} \right). \tag{36}$$
Equations (35) and (36) combined with Assumption 7 imply that \( \frac{1}{R} \sum_{k=1}^{K} E(R_{FE}^k) \) and \( \frac{1}{R} \sum_{k=1}^{K} E(F_{SE}^k) \) converge towards finite limits when \( K \to +\infty \). Then, one can use a reasoning similar to that used to prove (26) to show that

\[
\beta_{FE} \xrightarrow{p} \lim_{K \to +\infty} \frac{1}{R} \sum_{k=1}^{K} E(R_{FE}^k) \quad \text{and} \quad \lim_{K \to +\infty} \frac{1}{R} \sum_{k=1}^{K} E(F_{SE}^k).
\]

(37)

The result follows from plugging (35) and (36) into (37). QED.

**Proof of Theorem 3.3**

**Proof of a)**

The organization of the proof is as follows. We use the variance decomposition formula

\[
KV(\hat{\Delta}) = E\left(KV(\hat{\Delta}|(D_k, R_k)_{1\leq k \leq K})\right) + KV\left(E\left(\hat{\Delta}|(D_k, R_k)_{1\leq k \leq K}\right)\right),
\]

(38)

and then compute the limsup of the first term on the right hand side, before showing that the second term is equal to 0.

Let \( \hat{FS} = \frac{1}{R} \sum_{k=1}^{K} \frac{N_k}{N} S_{k-1} \).

\[
KV(\hat{\Delta} | (D_k, R_k)_{1\leq k \leq K})
\]

\[
= \frac{K}{\hat{FS}^2} V \left( \frac{1}{K} \sum_{k=1}^{K} \frac{N_k}{N} \left( \frac{1}{L_k - 1} \sum_{i:Z_{ik}=1} w_{ik} Y_{ik}(0) + \tau D_{ik}(1) \right) - \frac{1}{N_k - L_k} \sum_{i:Z_{ik}=0} Y_{ik}(0) \right) \left( D_k, R_k \right)_{1\leq k \leq K}
\]

\[
= \frac{K}{\hat{FS}^2} V \left( \frac{1}{K} \sum_{k=1}^{K} \frac{N_k}{N} \left( \frac{1}{L_k - 1} \sum_{i:Z_{ik}=1} w_{ik} Y_{ik}(0) - \frac{1}{N_k - L_k} \sum_{i:Z_{ik}=0} Y_{ik}(0) \right) \left( D_k, R_k \right)_{1\leq k \leq K} \right)
\]

\[
= \frac{1}{\hat{FS}^2} \frac{1}{K} \sum_{k=1}^{K} \frac{N_k^2}{N^2} \left( \frac{1}{(L_k - 1)^2} \sum_{i:Z_{ik}=1} w_{ik}^2 V(\hat{Y}_{ik}(0)|(D_k, R_k)_{1\leq k \leq K}) \right)
\]

\[
+ \frac{1}{(N_k - L_k)^2} \sum_{i:Z_{ik}=0} V(\hat{Y}_{ik}(0)|(D_k, R_k)_{1\leq k \leq K}) \right)
\]

\[
= \sigma_{V(0)}^2 \frac{1}{\hat{FS}^2} \frac{1}{K} \sum_{k=1}^{K} \frac{N_k^2}{N^2} \left( \frac{1}{(L_k - 1)^2} \sum_{i:Z_{ik}=1} w_{ik}^2 + \frac{1}{N_k - L_k} \right)
\]

\[
\leq \sigma_{V(0)}^2 \frac{1}{\hat{FS}^2} \frac{1}{K} \sum_{k=1}^{K} \frac{N_k^2}{N^2} \left( \frac{1}{L_k - 1} + \frac{1}{N_k - L_k} \right).
\]

(39)

The first equality follows from the fact that \( \hat{FS} \) is a function of \( (D_k, R_k)_{1\leq k \leq K} \), and from point d) of Assumption 5. The second equality follows from the fact that conditional on
(D_k, R_k)_{1 \leq k \leq K}, \frac{1}{K} \sum_{k=1}^{K} \frac{N_k}{L_k-1} \sum_{i : Z_{ik}=1} w_{ik} D_{ik}(1) \tau is a constant. The third equality follows from point a) of Assumption 5. The fourth equality follows from point b) of Assumption 5. The inequality follows from the fact that 0 \leq w_{ik} \leq 1 implies 0 \leq w_{ik}^2 \leq w_{ik}, and \sum_{i : Z_{ik}=1} w_{ik} = L_k - 1.

Assumption 3 and point b) of Assumption 4 guarantee that for all k,

\[
\frac{N_k^2}{N^2} \left( \frac{1}{L_k - 1} + \frac{1}{N_k - L_k} \right) \leq 2 \left( \frac{N^+}{3} \right)^2.
\]

Moreover, by point a) of Assumption 4 these random variables are independent, so it follows from Gut (1992) that

\[
\frac{1}{K} \sum_{k=1}^{K} \frac{N_k^2}{N^2} \left( \frac{1}{L_k - 1} + \frac{1}{N_k - L_k} \right) \to_p 0.
\]

Using a reasoning similar to that used in the proof of Lemma A.1, one can show that

\[
E\left( \frac{1}{L_k - 1} + \frac{1}{N_k - L_k} \right) = \frac{T_k}{N_k} \left( \frac{1}{S_k - 1} + \frac{1}{T_k - S_k} \right) = \frac{T_0}{N_0} \left( \frac{1}{S_0 - 1} + \frac{1}{T_0 - S_0} \right),
\]

where the second equality follows from point e) of Assumption 5. Combining the two preceding displays,

\[
\frac{1}{K} \sum_{k=1}^{K} \frac{N_k}{N} \frac{S_k - 1}{L_k - 1} \to_p \frac{T_0}{N_0} \left( \frac{1}{S_0 - 1} + \frac{1}{T_0 - S_0} \right).
\]

Similarly, one can show that

\[
\frac{1}{K} \sum_{k=1}^{K} \frac{N_k}{N} \frac{S_k - 1}{L_k - 1} \to_p \frac{T_0}{N_0}.
\]

Then, it follows from (41), (42), and the continuous mapping theorem that

\[
\frac{\sigma^2_{Y(0)}}{FS^2} \frac{1}{K} \sum_{k=1}^{K} \frac{N_k^2}{N^2} \left( \frac{1}{L_k - 1} + \frac{1}{N_k - L_k} \right) \to_p \frac{\sigma^2_{Y(0)}}{FS^2} \frac{1}{N_0} \left( \frac{1}{S_0 - 1} + \frac{1}{T_0 - S_0} \right).
\]

Finally, Assumption 3 and point b) of Assumption 4 imply that \(FS \geq \frac{1}{N^+ - 1}\). Combined with (40), this implies that \(\frac{\sigma^2_{Y(0)}}{FS^2} \frac{1}{K} \sum_{k=1}^{K} \frac{N_k^2}{N^2} \left( \frac{1}{L_k - 1} + \frac{1}{N_k - L_k} \right)\) is bounded. Then, it follows from Equation (43) and Theorem 2.20 in Van der Vaart (2000) that

\[
\lim_{K \to +\infty} E \left( \frac{\sigma^2_{Y(0)}}{FS^2} \frac{1}{K} \sum_{k=1}^{K} \frac{N_k^2}{N^2} \left( \frac{1}{L_k - 1} + \frac{1}{N_k - L_k} \right) \right) = \frac{\sigma^2_{Y(0)}}{FS^2} \frac{1}{N_0} \left( \frac{1}{S_0 - 1} + \frac{1}{T_0 - S_0} \right).
\]

Combined with Equation (39), Equation (44) implies that

\[
\limsup_{K \to +\infty} E \left( KV \left( \hat{\Delta} \mid (D_k, R_k)_{1 \leq k \leq K} \right) \right) \leq \frac{\sigma^2_{Y(0)}}{FS^2} \frac{1}{N_0} \left( \frac{1}{S_0 - 1} + \frac{1}{T_0 - S_0} \right).
\]
Then,
\[
V \left( E \left( \hat{X} \mid (D_k, R_k)_{1 \leq k \leq K} \right) \right) = V \left( \frac{1}{FS} E \left( \frac{1}{K} \sum_{k=1}^{K} \frac{N_k}{N} \left( \frac{1}{L_k - 1} \sum_{i:Z_{ik}=0} w_{ik} (Y_{ik}(0) + \tau D_{ik}(1)) - \frac{1}{N_k - L_k} \sum_{i:Z_{ik}=0} Y_{ik}(0) \right) \right) \right)
\]
\[
= V \left( \frac{1}{FS} E \left( \frac{1}{K} \sum_{k=1}^{K} \frac{N_k}{N} \left( \frac{1}{L_k - 1} \sum_{i:Z_{ik}=1} w_{ik} E (Y_{ik}(0) \mid (D_k, R_k)_{1 \leq k \leq K}) \right) \right) \right)
\]
\[
= V \left( \frac{1}{FS} \frac{1}{K} \sum_{k=1}^{K} \frac{N_k}{N} \left( \frac{1}{L_k - 1} \sum_{i:Z_{ik}=1} w_{ik} - 1 \right) \right) = 0.
\]

(46)

The first equality follows from the fact that \( \hat{FS} \) is a function of \( (D_k, R_k)_{1 \leq k \leq K} \), and from point d) of Assumption 5. The second equality follows from \( \frac{1}{K} \sum_{k=1}^{K} \frac{N_k}{N} \frac{1}{L_k - 1} \sum_{i:Z_{ik}=1} w_{ik} D_{ik}(1) = \hat{FS} \). The third equality follows from point c) of Assumption 5. The last equality follows from \( \sum_{i:Z_{ik}=1} w_{ik} = L_k - 1 \).

Finally, the result follows from Equations (38), (45) and (46).

**Proof of b)**

The proof is fairly similar to that of Point a), so we just sketch it.

Let \( \hat{FS}_I = \frac{1}{K} \sum_{k=1}^{K} \left( \frac{\sum_{i:Z_{ik}=1} D_{ik}(1)}{S_0} - \frac{S_0 - \sum_{i:Z_{ik}=1} D_{ik}(1)}{N_0 - S_0} \right) \). One can show that under points a), b), d), and e) of Assumption 5,

\[
KV \left( \beta_{PS}^I \left( \begin{array}{c} (D_k, R_k)_{1 \leq k \leq K} \end{array} \right) \right) = \frac{\sigma_{Y(0)}^2 \left( \frac{1}{S_0} + \frac{1}{N_0 - S_0} \right)}{\hat{FS}_I^2}.
\]

(47)

Then, for every \( k \)

\[
E \left( \sum_{i:Z_{ik}=1} D_{ik}(1) \right) = E \left( \sum_{i=1}^{N_0} 1 \{ R_{ik} \leq S_0 \} D_{ik}(1) \right) = E \left( \sum_{i=1}^{N_0} D_{ik}(1) \frac{S_0}{N_0} \right) = \frac{S_0 T_0}{N_0}.
\]

The second equality follows from the law of iterated expectations, Assumption 2, and from point e) of Assumption 5. The third follows from point e) of Assumption 5.

It follows from the previous display that for every \( k \),

\[
E \left( \frac{\sum_{i:Z_{ik}=1} D_{ik}(1)}{S_0} - \frac{S_0 - \sum_{i:Z_{ik}=1} D_{ik}(1)}{N_0 - S_0} \right) = \frac{T_0}{N_0} - \frac{S_0 - S_0 \frac{T_0}{N_0}}{N_0 - S_0} = \frac{T_0 - S_0}{N_0 - S_0}.
\]

(48)
Combining Equations (47) and (48), one can then show that

\[
KV \left( \hat{\beta}_{PS} I \right) \bigg| (D_k, R_k)_{1 \leq k \leq K} \xrightarrow{p} \frac{\sigma^2_Y(0) \left( \frac{1}{S_0} + \frac{1}{N_0 - S_0} \right)}{\left( \frac{T_0 - S_0}{N_0 - S_0} \right)^2}.
\]

(49)

Finally, \( \hat{F}_{SI} > \frac{S_0 - (N_0 - T_0)}{S_0} - \frac{N_0 - T_0}{N_0 - S_0} \), which is strictly positive under point f) of Assumption 5. Together with Equation (47) and Assumption 3, this implies that \( KV \left( \hat{\beta}_{PS} I \right) \bigg| (D_k, R_k)_{1 \leq k \leq K} \) is bounded, so Equation (49) implies that

\[
\lim_{K \to +\infty} E \left( KV \left( \hat{\beta}_{PS} I \right) \bigg| (D_k, R_k)_{1 \leq k \leq K} \right) = \frac{\sigma^2_Y(0) \left( \frac{1}{S_0} + \frac{1}{N_0 - S_0} \right)}{\left( \frac{T_0 - S_0}{N_0 - S_0} \right)^2}.
\]

(50)

Then, one can follow the steps used to prove Equation (46) to show that

\[
V \left( E \left( \hat{\beta}_{PS} I \right) \bigg| (D_k, R_k)_{1 \leq k \leq K} \right) = 0
\]

(51)

Finally, the result follows from the variance decomposition formula and Equations (50) and (51).

**Proof of the sufficient condition for** \( \lim_{K \to +\infty} V \left( \sqrt{K} (\hat{\Delta} - \Delta_K) \right) \leq \lim_{K \to +\infty} V \left( \sqrt{K} (\hat{\beta}_{PS} - \Delta_K) \right) \)

One has \( 0 < \frac{T_0 - S_0}{N_0 - S_0} \leq \frac{T_0}{N_0} \), so

\[
\frac{1}{S_0} + \frac{1}{T_0 - S_0} \leq \frac{1}{S_0} + \frac{1}{N_0 - S_0}.
\]

Then,

\[
\frac{1}{S_0} + \frac{1}{T_0 - S_0} \leq \frac{1}{N_0 - S_0} \frac{T_0 - S_0}{N_0 - S_0} \Leftrightarrow \frac{T_0 - S_0}{N_0 - S_0} \frac{1}{N_0 - S_0} - 1 \frac{1}{N_0 - S_0} \leq \frac{1}{S_0} + \frac{1}{N_0 - S_0} \Rightarrow \frac{T_0 - S_0}{N_0 - S_0} \leq 1 - \frac{1}{S_0}.
\]

The result follows from the two preceding displays, and using again the fact that \( \frac{T_0 - S_0}{N_0 - S_0} \leq \frac{T_0}{N_0} \).

5 Proofs of the results in the Web appendix

**Proof of Theorem 2.1**

**Proof of Point 1**

One has

\[
\sqrt{K} \left( \hat{\beta}_{FE}^E - \beta_{FE,K}^E \right) = \sqrt{K} \left( \frac{1}{K} \sum_{k=1}^{K} RF_k^F \right) - \frac{1}{K} \sum_{k=1}^{K} E \left( RF_k^F \right).
\]
so the proof follows from the same arguments as that of Theorem 3.1.

**Proof of Point 2**

Using the same reasoning as in the proof of Theorem 3.1, one can show that

\[
\sqrt{K} \left( \hat{\Delta} - \hat{\beta}_E^E - (\Delta_K - \beta_{FE,K}^E) \right) \\
= \frac{FS}{E \left( \frac{1}{K} \sum_{k=1}^{K} FS_k \right)} \sqrt{K} \left( \frac{1}{K} \sum_{k=1}^{K} (\Lambda_k - E(\Lambda_k)) \right) \\
- \frac{FSE}{E \left( \frac{1}{K} \sum_{k=1}^{K} FS_k^E \right)} \sqrt{K} \left( \frac{1}{K} \sum_{k=1}^{K} (\Lambda_k^E - E(\Lambda_k^E)) \right) + o_p(1) \\
= \sqrt{K} \left( \frac{1}{K} \sum_{k=1}^{K} (\Lambda_k - \Lambda_k^E - E(\Lambda_k - \Lambda_k^E)) \right) + o_p(1) \xrightarrow{d} N(0, \sigma_{diff}^2).
\]

Then, to prove that \( \hat{\sigma}_{diff,+}^2 \xrightarrow{p} \sigma_{diff,+}^2 \geq \sigma_{diff}^2 \), one can use the same arguments as those used to show that \( \hat{\sigma}_+^2 \xrightarrow{p} \sigma_+^2 \geq \sigma^2 \) in the proof of Theorem 3.1.
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