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IN THIS SUPPLEMENT, we present proofs of some of the claims made in the main article.
In addition, in Section S.11, we use the set-theoretic notion of first-order stochastic dom-
inance defined in Section 5 of the main article to study comparative statics in problems of
dynamic choice under ambiguity. Throughout this supplement, we employ the notation
introduced in the main article.

S.1. ANTI-SYMMETRY OF THE PARALLELOGRAM ORDER

As we argued in Remark 2.3 of the main paper, the parallelogram order is transitive
and reflexive in the class of compact and convex subsets of R�. In this section, we show
that it is also anti-symmetric; that is, for any compact and convex sets A, A′ ⊆ R�, if A′

dominates A, and A dominates A′ by the parallelogram order for K = {1� � � � � �}, then
the two sets are equal.

Our proof uses the following auxiliary result on extreme points. We say that x ∈ A is an
extreme point of A if it is not a convex combination of any other points in A.

LEMMA S.1: Take any convex sets A�A′ ⊆R� such that A�A′. Then, there is an extreme
point of co(A∪A′) that belongs to x ∈ A \A′.

PROOF: Recall that a convex hull of a set consists of all convex combinations of its ex-
treme points. Specifically, it must be that co(A ∪ A′) consists of convex combinations of
extreme points in A and A′. Toward contradiction, suppose that all such extreme points
are in A′. Since A′ is convex, we have A ⊆ co(A∪A′) = coA′ =A′, yielding a contradic-
tion. Therefore, there must be at least one extreme point of co(A∪A′) in A \A′. Q.E.D.

We continue with our main argument. Toward contradiction, suppose that A′ dominates
A, and A dominates A′ by the parallelogram order, but A � A′. By the lemma above,
there is an extreme point x ∈ co(A∪A′) such that x ∈A \A′. By Theorem 12.7 in Soltan
(2015), there are vectors p1� � � � �pN , such that �n

A = argmax{pn · y : y ∈ �n−1
A }, for all

n = 1� � � � �N , and {x} = �N
A , where �0

A = A. Let �N
A′ be the set induced as above for

A′, for the same vectors p1� � � � �pN . By successive application of Theorem 2 of the main
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paper, it must be that �N
A′ dominates �N

A by the parallelogram order. In particular, there
must be some x′ ∈ �N

A′ such that x′ ≥ x. Similarly, the set �N
A = {x} dominates �N

A′ by the
parallelogram order. Thus, it must be that x ≥ x′. However, the two inequalities imply
that x= x′, which contradicts that x /∈A.

S.2. ASYMPTOTIC CONES, CONVEX HULLS, AND CLOSED SETS

In this section, we discuss the relationship between asymptotic cones, convex hulls, and
closed sets. We prove Proposition S.1, which we use to prove that statement (iv) in Theo-
rem 3 implies statement (i) (see the Appendix to the main article). We also prove Propo-
sition S.2, which provides sufficient conditions under which the optimization problems
discussed in Sections 2–4 have a solution.

We prove Proposition S.1 through three lemmas that follow. Recall that an asymptotic
cone AY of the set Y ⊆ R� is the set of limits of all sequences of the form {λnxn}, for
positive numbers λn → 0 and xn ∈ Y , for all n.

LEMMA S.1: Suppose the set Y ⊂ R� satisfies AY ⊆ R�
+ and the sequence {xn} is given by

xn = ∑k

i=1 α
i
ny

i
n, where αi

n ≥ 0 and yi
n ∈ Y , for all i and n. If {xn} and (for every i) {αi

n} are
bounded sequences, then the sequence {αi

ny
i
n} is also bounded.

PROOF: Toward contradiction, suppose there is a set I = {1� � � � �m} such that the se-
quence {αi

ny
i
n} is unbounded, for all i ∈ I. Note that the set must have at least two

elements; otherwise, {xn} would be unbounded. Similarly, the sum
∑

i∈I α
i
ny

i
n must be

bounded. After taking subsequences if necessary, suppose that the sequence α1
ny

1
n/L

1
n con-

verges to y1 	= 0, where L1
n denotes the norm of α1

ny
1
n . The limit y1 must belong to AY ⊆R�

+
since α1

n/L
1
n → 0. Thus, the sequence

m∑
i=2

αi
ny

i
n

L1
n

converges to −y1 < 0, since
∑

i∈I α
i
ny

i
n/L

1
n → 0. If each term αi

ny
i
n/L

1
n for i 	= 1 is bounded,

then one of them will have a limit outside of R�
+ ⊇ AY , yielding a contradiction. Alterna-

tively, suppose that α2
ny

2
n/L

1
n is unbounded, without loss of generality. As previously, the

sequence α2
nx

2
n/(L1

nL
2
n), where L2

n denotes the norm of α2
ny

2
n/L

1
n, has a limit in AY = R�

+,
which implies that the sequence

m∑
i=3

αi
ny

i
n

L1
nL

2
n

has a limit in R�
− \{0}. If each sequence αi

nx
i
n/(L1

nL
2
n) is convergent, then one of them has

a limit that is not in R�
+ ⊇ AY , yielding a contradiction. Otherwise, we can continue the

argument which will eventually lead to a contradiction. Q.E.D.

The next lemma introduces a general class of sets that admit a closed convex hull.
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LEMMA S.2: Whenever the set Y ⊆ R� is closed, upward comprehensive, and AY = R�
+,

then its convex hull coY is closed.1

PROOF: Let {xn} be a sequence in coY converging to x. By Carathéodory’s theo-
rem, we may assume that xn = ∑�+1

i=1 α
i
ny

i
n, for yi

n ∈ Y , αi
n ≥ 0, and

∑�+1
i=1 α

i
n = 1, for all

i = 1� � � � � �+ 1 and n, without loss of generality. Moreover, αi
n converges to αi ≥ 0, for all

i = 1� � � � � �+ 1. By shifting Y by a constant if necessary, we can also assume that x = 0. It
suffices to show that x ∈ coY .

We partition the sequences of indices i = 1� � � � � � + 1 into two groups: (i) those i for
which the sequence {yi

n} is bounded, and (ii) those i for which the sequence {αi
ny

i
n} is

bounded, but {yi
n} is not. Denote the two sets by I� I ′, respectively. By Lemma S.1, these

are the only two cases that we need to consider.
For each i ∈ I, we may assume that the sequence {yi

n} has the limit yi which belongs
to Y (since Y is closed). For each i ∈ I ′, denote the limit of {αi

nx
i
n} by zi, which exists by

assumption. In particular, it must be that αi
n → 0, and so zi ∈ AY ⊆ R�

+. As a result, we
have z = ∑

i∈I′ zi ≥ 0 and z + ∑
i∈I α

iyi = x = 0. Thus, we have
∑

i∈I α
iyi = −z ≤ 0. Since

we can always renormalize the weights so that
∑

i∈I α
iyi ∈ coY , and since coY is upward

comprehensive, this suffices to show that x= 0 ∈ coY . Q.E.D.

Next, we establish a relationship between asymptotic cones and convex hulls.

LEMMA S.3: If AY ⊆R�
+, then A(coY ) ⊆R�

+, for any Y ⊆R�.

PROOF: Suppose that λnxn → z, where xn ∈ coY , for all n, and λn → 0. We claim that
z ≥ 0. By Carathéodory’s theorem, we may assume (without loss of generality) that xn =∑�+1

i=1 α
i
ny

i
n, where αi

n ≥ 0, yi
n ∈ Y , and

∑�+1
i=1 α

i
n = 1, for all i = 1� � � � � � + 1 and n. Thus,

λnα
i
n → 0, for all i = 1� � � � � � + 1. Moreover, by Lemma S.1 and our assumption, each

sequence {(λnα
i
n)yi

n} is convergent to some zi ∈ AY ⊆ R�
+, and so λnxn = λn

∑�+1
i=1 α

i
ny

i
n

converges to z = ∑�+1
i=1 z

i ≥ 0. Q.E.D.

The next proposition follows from the previous two lemmas.

PROPOSITION S.1: If Y ⊆ R� is closed, upward comprehensive, and AY = R�
+, then

A(coY ) = R�
+.

PROOF: By Lemmas S.2, S.3, the set coY is closed and A(coY ) ⊆ R�
+. Since coY is

upward comprehensive, we have R�
+ ⊆ A(coY ), proving the claim. Q.E.D.

The following proposition establishes sufficient conditions under which the minimum of
any strictly positive linear functional over a set Y is well-defined. This is used extensively
in Sections 2–4, where we focus on minimization problems with linear objectives.

PROPOSITION S.2: Let Y ⊆ R�
+ be closed and AY ⊆ R�

+. Then, for all p ∈ R�
++, the set

argmin{p · y : y ∈ Y} is nonempty and closed, and (thus) the function f : R�
++ → R, where

f (p) := min{p · y : y ∈ Y}, is well-defined.

1Whenever Y ⊆ R� is upward comprehensive and AY ⊆ R�
+, then AY = R�

+. Take any y ∈ Y and x ∈ R�
+.

Since Y is upward comprehensive, we have (y + 1/λx) ∈ Y , for any λ > 0. Moreover, λ(y + 1/λx) → x as
λ→ 0. Since x was arbitrary, this proves that R�

+ ⊆ AY .
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PROOF: Suppose there is some p̄� 0 for which the minimization problem has no solu-
tion. Choose any ȳ ∈ Y and consider the set Y ′ ={y ∈ Y : p̄ ·y ≤ p̄ · ȳ}. If the minimization
problem has no solution, then Y ′ is unbounded; indeed, if it is bounded, then it is both
closed and bounded and there will be y∗ that minimizes p̄ · y in Y ′, and also in Y .

If Y ′ is unbounded, then it contains an unbounded sequence {yn}. Let ŷn = yn/‖yn‖ have
a limit given by ŷ 	= 0, which is in AY . Since p̄ · ŷn ≤ p̄ · ȳ/‖yn‖, by taking limits we obtain
p̄ · ŷ ≤ 0, which is impossible since p̄ � 0 and ŷ > 0. Q.E.D.

At the beginning of Section 4 of the main paper, we claim that the profit function
π(p) := max{F (x) − p · x : x ∈ X} of the firm is well-defined for any strictly positive
price p, whenever the asymptotic cone of the production possibility set

P = {
(z� y) ∈ R� ×R : (z� y) ≤ (−x�F (x)

)
� for x ∈X

}
is contained in R�+1

− . Indeed, since

π(p) := max
{
F (x) −p · x : x ∈ X

} = max
{

(p�1) · (z� y) : (z� y) ∈ P
}
�

Proposition S.2 guarantees that the function is well-defined for any p ∈ R�
++.

S.3. CONTINUATION OF REMARK 2.4

Theorem 1 in the main article tells us that, if two constraint sets are ordered by the
parallelogram order, then so are the minimizers of a linear objective over those sets. This
feature makes our results applicable to decision procedures where linear objectives are
sequentially applied.

For example, in the context of factor demand, the firm may choose, among those bun-
dles that minimize cost, the ones that minimize the usage of one or a combination of
factors belonging to C ⊆{1�2� � � � � �} (perhaps for environmental reasons, or to minimize
the firm’s vulnerability to supply disruptions). In that case, the firm’s factor demand at
factor prices p ∈R�

++ and output q is H∗(p�q) := argmin{
∑

i∈C xi : x ∈ H(p�q)}. By The-
orem 1, if F is P-increasing, then H(p� ·) is P-increasing, and so is H∗(p� ·).

Another application is to guarantee normality for efficient bundles. For a given produc-
tion function F , a bundle x ∈ R�

+ is efficient at producing q if x ∈ U (q) and x′ < x implies
x′ /∈ U (q), for any alternative x′. Let E(q) denote the set of bundles that produce q effi-
ciently. Given x ∈ E(q) and q′ > q, we ask whether there is x′ ∈ E(q′) such that x′ ≥ x. For
example, suppose x represents the effort levels of � team members in a joint project, and
gives an efficient way of allocating the effort among the team members to produce q. If the
output target is now higher at q′, is there a way of producing this efficiently, while ensuring
that no team member contributes strictly less? This is not always possible. For example,
suppose U (q) = {(x1�x2) ∈ R2

+ : x1x2 = 1} and U (q′) = {(x1�x2) ∈ R2
+ : min{x1�x2} ≥ 2}.

Then {(2�2)}= E(q′) and (3�1/3) ∈ E(q), but clearly (2�2) � (3�1/3).
The situation in this example cannot occur when the upper contour sets are convex sets

ranked by the parallelogram order. Indeed, according to Che, Che, Kojima, and Ryan
(2020), if x ∈ E(q) and U (q) is convex, then there is a sequence of nonzero weights
p1�p2� � � � �pm−1 ∈R�

+ and pm ∈R�
++ such that x ∈ �m(q), where �k(q) := argmin{pk · x :

x ∈ �k−1(q)} and �0(q) = U (q). If U (q′) dominates U (q) in the parallelogram order,
then, by consecutive application of Theorem 1, we know that �m(q′) dominates �m(q) in
the parallelogram order. Thus (subject to standard conditions guaranteeing that �m(q′)
is nonempty), there is x′ ∈�m(q′) such that x′ ≥ x. Since pm � 0, the bundle x′ ∈E(q′).
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There are other manifestations of this result. For example, suppose V ′ and V are two
convex sets representing the utility-possibilities of � agents. If V ′ dominates V in the
parallelogram order, then (using essentially the same argument) we may conclude that
for every Pareto optimal utility allocation v′ ∈ V ′ there is a Pareto optimal allocation
v ∈ V such that v′ ≥ v. In other words, suppose the initial allocation is v′ and the economy
shrinks from V ′ to V ; then there is a new allocation v which is Pareto optimal and which
involves all agents sharing in the loss—no one is strictly better off.

S.4. CONTINUATION OF EXAMPLE 5

Let X ⊆ R� be a convex lattice. In the main article, we claim that a function F : X →
R is increasing in the C-flexible order for K ⊆ {1� � � � � �} if it is continuous, increasing,
supermodular, and concave in x−i, for all i ∈ K. This result can be found in Quah (2007);
we prove it here for easy reference.

Take any q′ ≥ q and x�x′ ∈X such that x′
K � xK and F (x) ≥ q, F (x′) ≥ q′. We show that

there is a λ ∈ [0�1] satisfying F (λx′ + (1 − λ)(x∧ x′)) ≥ q, F (λx+ (1 − λ)(x∨ x′)) ≥ q′.
This suffices for F to be increasing in the C-flexible order for K.

Consider two cases. (i) If F (x∧x′) ≥ q, set λ = 0. By monotonicity of F , we have F (x∧
x′) ≥ F (x′) ≥ q′. Alternatively, let (ii) F (x∧x′) < q. Since q ≤ q′ ≤ F (x′), by continuity of
F there is some λ ∈ [0�1] such that F (λx′ + (1−λ)(x∧x′)) = q. Denote v = x′ − (x∧x′) =
(x∨x′) −x, which is a positive vector. Since x′

K � xK , there is some i ∈K such that vi = 0.
In particular, we obtain

q′ − q ≤ F
(
x′) − F

(
λx′ + (1 − λ)

(
x∧ x′)) = F

(
x′) − F

(
x∧ x′ + λv

)
≤ F

(
x∨ x′) − F (x+ λv) ≤ F

((
x∨ x′) − λv

) − F (x)�

where the second inequality follows from supermodularity of F and the third is implied
by the fact that F is concave in x−i and vi = 0.2 Therefore, since F (x) ≥ q, it must be that
q′ ≤ F ((x∨x′) −λv) = F (λx+ (1−λ)(x∨x′)). This suffices to show that C-flexible order
is stronger than parallelogram order. Q.E.D.

S.5. SUBSTITUTES IN PRODUCTION

In Section 4 of the main article, we mentioned in a footnote that our results can be
applied to study technologies that exhibit substitutability of inputs. Here, we substantiate
this claim. As in Section 4, let X be a nonempty and closed subset of R�

+, and F :X → R be
a regular production function (as in Definition 4 in the main paper). At factor prices p ∈
R�

++, the firm’s (unconditional) input/factor demand is given by H(p) := argmax{F (x) −
p · x : x ∈ X}.

For any two distinct factors i� j = 1� � � � � �, we say that i is a substitute of j if, for any
p�p′ ∈R�

++ satisfying p−j = p′
−j , and any x ∈H(p), there is x′ ∈H(p′) such that x′

i ≥ xi if
p′

j ≥ pj , and x′
i ≤ xi if p′

j ≤ pj . The next result states that the substitutes property between
any two factors is symmetric and equivalent to the submodularity of the profit function
with respect to the prices of those two factors.

2We are making use of the fact that when f is concave in direction v, we have f (x− v) − f (x) ≥ f (x− v −
tv) − f (x− tv), for any x ∈X and scalar t > 0.
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PROPOSITION S.1: Let X ⊆ R�
+ be a closed set and F : X → R be a regular function.

For any distinct i� j = 1� � � � � �, these statements are equivalent: (i) factor i is a substitute
of j; (ii) factor j is a substitute of i; (iii) the profit function π :R�

++ → R, where π(p) :=
max{F (x) −p · x : x ∈ X}, is submodular in (pi�pj) (keeping other prices fixed).

PROOF: Analogously to our argument in Section 4 of the main paper, we answer this
question by defining the correspondence 	j with the domain T =R+, by

	j(tj) := {
(y� v) ∈R�+1 : y ≥ x and v ≤ F (x) − tjxj , for some x ∈ X

}
� (S.1)

It is straightforward to check that, for any p ∈ R�
++,

x ∈H(pj + tj�p−j) ⇐⇒ (
x�−F (x) + tjxj

) ∈ argmin
{

(p�1) · y : y ∈ 	j(tj)
}

and thus π(pj + tj�p−j) = −min{(p�1) · y : y ∈ 	j(tj)}. Theorem 3 (with K ={i}) guaran-
tees that the following are equivalent: (i) co	j is P-increasing in {i}; (ii) i is a substitute
of j; and (iii) −π(pj + tj�p−j) has increasing differences in (tj�pi). Notice that condition
(iii) is equivalent to π being submodular in (pj�pi), other prices being fixed. Since sub-
modularity is a symmetric property, we conclude that i is a substitute of j if, and only if, j
is a substitute of i, with both equivalent to submodularity of π in (pj�pi). Q.E.D.

S.6. FSD AND INCREASING VALUE UNDER AMBIGUITY

We mentioned in a footnote in Section 5 of the main article that the set-generalization
of first-order stochastic dominance studied there is designed for monotone comparative
statics and is distinct from the generalization needed for comparing utility levels. In the
latter case, we are interested in conditions on the belief correspondence 
 : T → �S such
that, for any increasing function u : S → R, the value function v : T → R, given by

v(t) := min
{∫

u(s) dλ(s) : λ ∈ 
(t)
}
� (S.2)

is increasing in t. Below, we characterize this property.

PROPOSITION S.1: Suppose the correspondence 
 : T → �S has compact and convex val-
ues. Then, the following statements are equivalent:

(i) Correspondence 
 satisfies the following property:

(F) if t ′ ≥T t, then, for any λ′ ∈
(t ′), there is some λ ∈
(t) such that λ′ � λ.

(ii) For any increasing function u : S → R, the function v in (S.2) increases in t.

PROOF: To show that (i) ⇒ (ii), take any t ′ ≥T t and λ′ ∈ 
(t ′). By (F), there is some
λ ∈
(t) such that λ′ � λ. Thus, for any increasing u,∫

S

u(s) dλ′(s) ≥
∫
S

u(s) dλ(s) ≥ min
{∫

S

u(s) dν(s) : ν ∈
(t)
}
�

Taking the minimum over the left term gives us the result.
To show (ii) ⇒ (i), suppose (F) fails. Then there is t ′ ≥ t and λ′ ∈ 
(t ′) such that

λ′ � λ, for all λ ∈
(t). Let V ={y ∈R� : yi ≥ λ′(si)� for i = 1� � � � � �}. Since V ∩
(t ′) = ∅
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and (V − 
(t ′)) is closed and convex, by the strong separating hyperplane theorem,
min{

∑�

i=1 p̂iyi : y ∈ V } > max{
∑�

i=1 p̂iλ(si) : λ ∈ 
(t ′)}, for some p̂ ∈ R�. Given that V

is upward comprehensive, p̂ > 0 and
∑�

i=1 p̂iλ
′(si) = min{p̂ · y : y ∈ V }. Define u : S → R

by u(s1) = p̂1 and u(si+1) = u(si) + p̂i+1, for i = 1� � � � � �, which is an increasing function.
Since

∫
S
u(s) dμ(s) = u(s�+1) − ∑�

i=1 p̂iμ(si), for any μ ∈ �S ,

min
{∫

S

u(s) dλ(s) : λ ∈ 
(t)
}

= u(s�+1) − max

{
�∑

i=1

p̂iλ(si) : λ ∈ 
(t)

}

> u(s�+1) −
�∑

i=1

p̂iλ
′(si) ≥ u(s�+1) − max

{
�∑

i=1

p̂iλ(si) : λ ∈

(
t ′
)}

= min
{∫

S

u(s) dλ(s) : λ ∈

(
t ′
)}

�

Thus, (F) is indeed necessary for monotone maxmin utility. Q.E.D.

Notice that property (F) is strictly weaker than PFSD-increasing property. Clearly, any
correspondence that increases in the latter sense satisfies (F), but the converse does not
hold. In fact, as we show below, (F) is not sufficient for monotone comparative statics,
that is, this property alone does not guarantee that the set of maximizers of the function
f (x� t) := min{

∫
g(x� s) dλ(s) : λ ∈ 
(t)} with respect to x is increasing in the parameter

t, for all supermodular functions g. Therefore, it is not sufficient for f (x� t) to be super-
modular, for all supermodular functions g.

EXAMPLE S.1: Suppose that X = {0�1} and S = {s1� s2� s3}. The distribution λ is given
by λ(s1) = 1/2 and λ(s2) = 3/4, while λ′ satisfies λ′(s1) = λ′(s2) = 1/2 and μ is given
by μ(s1) = 1/4, μ(s2) = 7/8. Suppose that T ={t� t ′}, where t ′ >T t, and 
(t ′) ={λ′}
and 
(t) = co{λ�μ}. Since λ′ � λ, correspondence 
 obeys stochastic dominance
in the sense given by (F). Let g : X × S → R be such that g(0� s1) = g(0� s2) = 5,
g(0� s3) = 21, g(1� s1) = 0, g(1� s2) = 8, and g(1� s3) = 24; note that g(x� s) is increas-
ing in s and supermodular in (x� s). Since

∫
S
g(0� s) dλ′(s) >

∫
S
g(1� s) dλ′(s), we have

{0}= argmax{f (x� t ′) : x ∈ X}. However, given that∫
S

g(0� s) dλ(s) >
∫
S

g(1� s) dμ(s) =
∫
S

g(1� s) dλ(s) >
∫
S

g(0� s) dμ(s)�

it must be that {1}= argmax{f (x� t) : x ∈ X}.

Even though property (F) is not sufficient for monotone comparative statics within a
general class of supermodular functions g, it may suffice in certain special cases of g. For
example, suppose X consists of only two actions—0 and 1—with g(1� s) increasing in s
and g(0� s) decreasing in s, then obviously f (1� t) − f (0� t) is increasing in t if 
 satisfies
(F), since f (1� t) and f (0� t) are separately increasing and decreasing in t. In the study
of global games with ambiguity by Ui (2015), this is precisely the assumption imposed on
(what we call) g, which then allows the author to conclude that the higher action is chosen
by players in the game when they receive a higher signal.
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S.7. FSD AND SINGLE-CROSSING DIFFERENCES

In Proposition 8 of the main article, we concluded that the belief correspondence 
 is
PFSD-increasing if, and only if, the resulting value function f (x� t) := min{

∫
g(x� s) dλ(s) :

λ ∈
(t)} is supermodular in (x� t), for any supermodular function g. As we pointed out in
a footnote in Section 5, the PFSD-increasing property is also necessary for the function f to
satisfy a weaker condition—single-crossing differences—for any supermodular function g.3
As shown in Milgrom and Shannon (1994), single-crossing differences alone is sufficient
for the set of maximizers of f with respect to x to be increasing in t. Below, we provide
the formal proof of our claim.

Suppose that f̃ (x̃� t) := min{
∫
S
g̃(x̃� s) dλ(s) : λ ∈ 
(t)} violates increasing differences,

for some function g̃. In particular, for some x′ ≥ x and t ′ ≥ t,

v := f̃
(
x′� t

) − f̃ (x� t) > f̃
(
x′� t ′

) − f̃
(
x� t ′

)
�

Define the function g by g(y� s) = g̃(y� s), for y ≤ x, and g(y� s) = g̃(y� s) − v otherwise.
Clearly, g is supermodular, but f given by f (x̃� t) := min{

∫
S
g(x̃� s) dλ(s) : λ ∈ 
(t)} vio-

lates single-crossing differences since 0 = f (x′� t) − f (x� t) > f (x′� t ′) − f (x� t ′). There-
fore, the maxmin value function violates increasing differences for some supermodular
function g̃ if, and only if, it violates single-crossing differences for another function.
Clearly, this suffices to show that the beliefs 
 are PFSD-increasing if, and only if, the
value function obeys single-crossing differences, for any supermodular function g.

S.8. CONTINUATION OF REMARK 5.2

Next, we turn to the claim in Remark 5.2. Recall that, whenever the function g(x� s) is
increasing in s, one can assume that the belief correspondence 
 has upward comprehen-
sive values, without affecting the maxmin representation of preferences. In such a case,
the PFSD monotonicity remains necessary for f (x� t) := min{

∫
g(x� s) dλ(s) : λ ∈ 
(t)} to

have increasing differences (in (x� t)), for all g(x� s) that are supermodular in (x� s) and
increasing in s.

PROPOSITION S.1: Suppose that correspondence 
 : T → �S has compact, convex, and
upward comprehensive values. Then the following statements are equivalent:

(i) 
 is PFSD-increasing.
(ii) The function f in (8) is supermodular in (x� t), for all supermodular functions g that

are increasing in s.

PROOF: Implication (i) ⇒ (ii) follows from Proposition 8. We prove the converse in
two steps. First, using Theorem 3 and an argument analogous to the one in the proof of
Proposition 8, we can show that the function f satisfies increasing differences only if the
correspondence 	 : T → R�, defined as

	(t) := {
y ∈ R� : yi ≥ −λ(si)� for all i = 1� � � � � � and some λ ∈
(t)

}
�

increases in the parallelogram order. This means that for any t ′ ≥T t and λ ∈ 
(t),
λ′ ∈ 
(t ′), there is μ ∈ 
(t), μ′ ∈ 
(t ′), θ and θ′ ∈ R� such that θi ≤ μ(si), θ′

i ≤ μ′(si),

3The function g : X × S → R has single-crossing differences if g(x′� s′) ≥ (>)g(x� s′) implies g(x′� s) ≥
(>)g(x� s), for any x′ ≥ x and s′ ≥ s, where we assume that X�S ⊆R.
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λ(si) + λ′(si) = θi + θ′
i, and θi ≥ λ′(si) for all i. Therefore, 
 has the following property,

which we shall refer to as (): for any t ′ ≥T t and λ ∈ 
(t), λ′ ∈ 
(t ′), there is μ ∈ 
(t),
μ′ ∈ 
(t ′) such that (1/2)λ+ (1/2)λ′ � (1/2)μ+ (1/2)μ′ and λ′ � μ.

To complete the proof, we show that () implies PFSD monotonicity when 
 is upper
comprehensive. () states that for any t ′ ≥ t, λ ∈
(t), and λ′ ∈ 
(t ′), there is μ ∈
(t) and
μ′ ∈ 
(t ′) such that μ(si) ≥ λ′(si) and μ(si) +μ′(si) ≥ λ(si) +λ′(si) for all i. We modify μ
and μ′ state-by-state such that the condition holds with equality. Suppose μ(s1) +μ′(s1) >
λ(s1)+λ′(s1). If it is possible, choose ν1(s1) in the interval [λ′(s1)�μ(s1)] such that ν1(s1)+
μ′(s1) = λ(s1)+λ′(s1) and then set ν′1(s1) = μ′(s1). If, after setting ν1(s1) = λ′(s1), we have
ν1(s1) + μ′(s1) > λ(s1) + λ′(s1), then set ν′1(s1) = λ(s1). Let ν1(si) = μ(si) and ν′1(si) =
μ(si) for i ≥ 2. Note that ν1 and ν′1 are bona fide distributions (i.e., both functions are
increasing with the state) and, since 
 is upper comprehensive, ν1 ∈ 
(t), ν′1 ∈ 
(t ′).
Furthermore, ν1 and ν′1 satisfy the conditions required by () and ν1(s1)+ν′1(s1) = λ(s1)+
λ′(s1). Now define ν2 and ν′2 by ν2(si) = ν1(si) and ν′2(si) = ν′1(si), for all i 	= 2. If possible,
set ν2(s2) ∈ [max{λ′(s2)� ν1(s1)}�μ(s2)] so that ν2(s1) +ν′1(s2) = λ(s2) +λ′(s2) and then set
ν′2(s2) = ν′1(s2). Otherwise, set ν2(s2) = max{λ′(s2)� ν1(s1)} and set ν′2(s2) so that ν2(s2) +
ν′2(s2) = λ(s2) + λ′(s2). Note that both ν2 and ν′2 are distributions, with ν2 ∈ 
(t), ν′2 ∈

(t ′), and ν(si) ≥ λ′(si) for all i; furthermore, ν2(si) + ν′2(si) ≥ λ(si) +λ′(si) for all i, with
equality in the case of i = 1�2. By repeating this process, we eventually obtain ν ∈ 
(t)
and ν′ ∈
(t ′) with the required property. Thus, PFSD monotonicity holds. Q.E.D.

S.9. CONTINUATION OF EXAMPLE 13

In this section, we revisit the class of multi-prior beliefs presented in Example 13 of the
main article. As we have shown, such correspondences are PFSD-increasing; however, in
general, they do not increase in the strong set order or in the C-flexible sense.

For example, let � = {ω1�ω2}, π(ω1) = π(ω2) = 1/2, and T = {t� t ′}, with t ′ >T t. Let
the correspondence A be given by A(ω1� t) = {0}, A(ω1� t

′) = {0�3}, and A(ω2� t) =
A(ω2� t

′) = {1�4}. Therefore, the set A(ω� t ′) dominates A(ω� t) in the strong sense, for
all ω ∈ �. Let 
ω(t̃) denote the set of degenerate probability distributions over A(ω� t̃),
and 
(t̃) = ∑

i=1�2 π(ωi)
ω(t̃), for all t ∈ T . We claim that the correspondence 
 does not
increase in the strong set order. Take distributions

λ(z) =

⎧⎪⎪⎨
⎪⎪⎩

0 if z < 0�
1
2

if 0 ≤ z < 4�

1 otherwise;

and λ′(z) =

⎧⎪⎪⎨
⎪⎪⎩

0 if z < 1�
1
2

if 1 ≤ z < 3�

1 otherwise.

Clearly, we have λ ∈ 
(t) since the measure is obtained by mixing degenerate measures
concentrated at 0 and 4 with weights equal to π(ω1) and π(ω2), respectively. Similarly,
we have λ′ ∈
(t ′). However, λ∧ λ′ and λ∨ λ′ are given by

(
λ∧ λ′)(z) =

⎧⎪⎪⎨
⎪⎪⎩

0 if z < 0�
1
2

if 0 ≤ z < 3�

1 otherwise;

and
(
λ∨ λ′)(z) =

⎧⎪⎪⎨
⎪⎪⎩

0 if z < 1�
1
2

if 1 ≤ z < 4�

1 otherwise.

Since the support of λ∧ λ′ is {0�3}, it could not belong to 
(t) consisting of distributions
with the support in {0�1�4}. For the same reason, there is no convex combination of λ∧λ′

and λ′ that belongs to 
(t), since the supports of λ ∧ λ′ and λ′ contain 3. Hence, the
correspondence increases neither in the strong set order, nor in the C-flexible sense.
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S.10. OPTIMIZING OVER BELIEFS

In the examples involving optimal saving and portfolio choice presented in Section 5
of the main paper, x is the choice variable and t is the parameter. We present below an
example with a different flavor: it has both x and t as choice variables and exploits the
fact that supermodularity is preserved by the sum.

Consider a firm operating in uncertain market conditions that must decide how much
to produce and how much to spend on advertising. In period 1, the marginal cost of pro-
duction is c > 0 and the marginal cost of advertising is a > 0. If the firm chooses t units of
advertising, its belief on the demand for its output s is given by a set of distributions 
(t).
We assume that higher advertising leads to greater demand in the sense that 
 is PFSD-
increasing. For an example of how this could arise, see Example 13 in the main paper.

In period 2, s is realized and the firm has to meet this demand even if it exceeds its
period 1 output; the profit in period 2 is π(x� s) := s − κ(max{s − x�0}). Function κ :
R+ → R+ should be interpreted as the cost of producing the additional units to meet
demand in period 2. At the same time, goods for which there is no demand can be freely
disposed. Also, notice that π(x� s) need not be increasing in s.

The firm chooses x≥ 0 and t ≥ 0 in period 1 to maximize

�(x� t� c�a) := min
{∫

S

π(x� s) dλ(s) : λ ∈
(t)
}

− cx− at�

It is straightforward to check that π is supermodular if κ is increasing, convex, and
κ(0) = 0.4 Proposition 8 guarantees that f (x� t) = min{

∫
S
π(x� s) dλ(s) : λ ∈ 
(t)} is a

supermodular function of (x� t) and therefore � is supermodular in (x� t). Furthermore,
� has increasing differences in ((x� t)� (−c�−a)). Thus, argmax(x�t)∈R2+ �(x� t� c�a) de-
creases with (c�a) in the strong set order, that is, a fall in advertising cost or a fall in the
period 1 cost of production leads to more advertising and greater output.

S.11. DYNAMIC PROGRAMMING UNDER AMBIGUITY

Hopenhayn and Prescott (1992) used the tools of monotone comparative statics to ana-
lyze stationary dynamic optimization problems. In this section, we show how their results
can be extended to the case where the agent has a multi-prior belief, by applying the
concepts and results from Section 5 of the main article.

Consider an agent who faces a stochastic control problem where X and S are the sets
of endogenous and exogenous state variables, respectively. To keep the exposition simple,
we shall assume that X is a sublattice of a Euclidean space and S is a subset of another
Euclidean space. The evolution of s over time follows a Markov process with the transition
function λ. The agent’s problem can be formulated in the following way (see Stokey,
Lucas, and Prescott, 1989). At each period τ, given the current state (xτ� sτ) ∈ X × S, the
agent chooses the endogenous variable xτ+1 for the following period; xτ+1 is chosen from
a nonempty feasible set B(xτ� sτ) ⊆ X which may depend on the current state. The single-
period return is given by the function F : X × S × X → R; F (x� s� y) is the payoff when
(x� s) is the state variable in period τ, and y is the endogenous state variable in period

4Take any x′ ≥ x and consider three cases. If (i) s ≤ x, then δ(s) := [π(x′� s) − π(x� s)] = 0; whenever (ii)
x < s ≤ x′, then δ(s) = κ(s − x); and finally (iii) s > x′ implies δ(s) = κ(s − x) − κ(s − x′). In any case, under
the assumptions imposed on κ, the function δ is increasing in s.
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τ+ 1 chosen in period τ. Finally, we assume that the payoffs are discounted by a constant
factor β ∈ (0�1).

The agent’s objective is to maximize her expected discounted payoffs over an infinite
horizon, given the initial condition (x� s). We denote the value of this optimization prob-
lem by v∗(x� s). Under standard assumptions—in particular, the continuity and bounded-
ness of F and the continuity of B—this problem admits a recursive representation, where
v = v∗ is the unique solution to the Bellman equation

v(x� s) = max
{
F (x� s� y) +β

∫
S

v(y� s̃) dλ(s̃� s) : y ∈ B(x� s)
}
�

where λ(·� s) is a cumulative probability distribution over states of the world in the follow-
ing period, conditional on the current state s.5 The function v∗ is bounded and continuous.
Moreover, whenever we define operator T : B → B by

(T v)(x� s) = max
{
u(x� s� y) +β

∫
S

v(y� s̃) dλ(s̃� s) : y ∈ B(x� s)
}
�

that maps the space B of bounded and continuous real-valued functions over X × S into
itself, then beginning at any bounded and continuous function v ∈ B, function (T nv) con-
verges uniformly to v∗ as n tends to infinity.6 Furthermore, the set

�(x� s) := arg max
{
F (x� s� y) +β

∫
S

v∗(y� s̃) dλ(s̃� s) : y ∈ B(x� s)
}

is nonempty and compact, for all (x� s) ∈X × S, and the correspondence � :X × S → X
is upper hemi-continuous. We refer to any optimal control problem in which v∗ and �
have the properties listed in this paragraph as a well-behaved problem.

Given a well-behaved problem, Hopenhayn and Prescott (1992) (henceforth HP) ap-
plied Theorem 4.3 in Topkis (1978) to show that the value v∗(x� s) is supermodular in x
and has increasing differences in (x� s) under the following assumptions: (i) F (x� s� y) is
supermodular in (x� y) and has increasing differences in ((x� y)� s); (ii) the graph of B
is a sublattice of X × S × X; (iii) λ(·� s) is increasing in s with respect to the first order-
stochastic dominance. The properties of v∗ in turn guarantee that the function

f (x� s� y) := F (x� s� y) +β

∫
S

v∗(y� s̃) dλ(s̃� s)

is supermodular in y and has increasing differences in (y� (x� s)). By Theorem 6.1 in Top-
kis (1978), �(x� s) is a compact sublattice of X and is increasing in (x� s).7 This in turn
guarantees the existence of the greatest optimal selection

φ(x� s) := {
y ∈ �(x� s) : y ≥X z� for all z ∈�(x� s)

}
� 8

5See Theorem 9.6 in Stokey, Lucas, and Prescott (1989) for details.
6By T n we denote the nth orbit of the operator T , that is, we have (T n+1v) = T (T nv).
7Condition (ii) on B guarantees that B(x� s) is a sublattice of X and that it increases with (x� s) in the strong

set order. Given the properties on f , we know that �(x� s) is a sublattice and that it increases with (x� s); this
follows from Theorem 6.1 in Topkis (1978).

8Function is well-defined because � is compact-valued and a sublattice.
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which is increasing and Borel measurable. Lastly, the policy function φ induces a Markov
process on X × S, where, for measurable sets Y ⊆ X and T ⊆ S, the probability of Y ×T
conditional on (x� s) is the probability of T conditional on s if φ(x� s) ∈ Y , and it is zero
otherwise. HP made use of the monotonicity of φ to guarantee that this Markov process
has a stationary distribution.8 We now consider a stochastic control problem identical to
the one we just described, except that we allow the agent to be ambiguity averse. Since at
each period τ the exogenous variable is drawn from the set S, the set of all possible real-
izations of the exogenous variable over time is given by S∞. An expected utility maximizer
behaves as though she is guided by a distribution over S∞; to obtain the utility of a given
plan of action, the agent evaluates the discounted utility on every possible path, that is,
over every element in S∞, and takes the average across paths, weighing each path with its
probability. When the agent has a maxmin preference, her behavior can be modeled by a
set of distributions M over S∞. The utility of a plan is then given by the minimum of the
expected discounted utility for every distribution in M.

In contrast to expected discounted utility, it is known that the agent’s utility in the
maxmin model will not generally have a recursive representation. However, there is a
condition on M called rectangularity which is sufficient (and effectively necessary) for
this to hold (see Epstein and Schneider, 2003). Furthermore, it is known that a time-
invariant version of rectangularity is also sufficient to guarantee that the agent’s problem
can be solved through the Bellman equation, in a way analogous to that for expected
discounted utility (see Iyengar, 2005). This condition says that the agent’s belief over the
possible value of the exogenous variable in the following period, after observing s in the
current period, is given by a set of distribution functions 
(s); this set depends on the
current realization of the exogenous variable and is time-invariant. The set M, given an
initial value s0, is obtained by concatenating the transition probabilities. Therefore, the
probability of a path (s1� s2� s3� � � �) is

∏∞
i=1 pi, where p1 is the probability of s1 for some

distribution in 
(s0), p2 is the probability of s2 for some distribution in 
(s2), etc.
With this assumption on M in place, and some other standard conditions, one could

guarantee that the value v∗(x� s) of the control problem with the initial state (x� s) is the
unique solution to the Bellman equation

v(x� s) = max
{
F (x� s� y) +β(Av)(y� s) : y ∈ B(x� s)

}
�

where (Av)(y� s) = min{
∫
S
v(y� s) dλ(s) : λ ∈ 
(s)} (see Iyengar, 2005). Furthermore, the

problem is well-behaved in the sense defined at the beginning of this section.
With this basic setup, we are almost in a position to recover a monotone result of the

HP type; all that is needed is a condition guaranteeing that (Av)(y� s) is a supermodu-
lar function of (y� s), whenever v is supermodular. When X and S are one-dimensional,
Proposition 8 tells us that this holds if belief 
(t) is PFSD-increasing.

PROPOSITION S.1: Consider a well-behaved optimal control problem where X , S ⊆ R,
with X compact and S finite. Let F (x� s� y) be supermodular in (x� s� y), 
 : S → �S be
PFSD-increasing, and the graph of B : X × S → X be a sublattice; then the value function
v∗(x� s) is supermodular, and the correspondence � :X × S → R, where

�(x� s) := arg max
{
F (x� s� y) +β

(
Av∗)(y� s) : y ∈ B(x� s)

}
�

8The focus in this section is on primitive conditions guaranteeing the monotonicity of the policy func-
tion. Readers who are interested in how the distribution over (x� s) evolves over time (under monotonicity
or weaker assumptions) should consult Huggett (2003). HP and Stachurski and Kamihigashi (2014) also dis-
cussed uniqueness and other issues relating to the stationary distribution.
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is sublattice-valued and increasing in the strong set order. Finally, the greatest selection φ :
X × S → R of � is well-defined, increasing, and Borel measurable.

PROOF: Let v : X × S → R be a continuous and bounded function. Since the problem
is well-behaved, we know that the function (T v), given by

(T v)(x� s) = max
{
F (x� s� y) +β(Av)(y� s) : y ∈ B(x� s)

}
�

is a continuous function on X×S and T nv converges uniformly to v∗ as n → ∞. By Propo-
sition 8 in the main paper, whenever function v is supermodular, then so is Av. This im-
plies that F (x� s� y) +β(Av)(y� s) is supermodular over X × S×X . Given that the graph
of correspondence B is a sublattice, by Theorem 4.3 in Topkis (1978), the function T v is
supermodular in (x� s). Since supermodularity is preserved under uniform convergence,
we conclude that v∗ = T v∗ is a supermodular function of (x� s). The set �(x� s) consists
of elements y that maximize F (x� s� y) + β(Av∗)(x� s) over B(x� s). Since the objective
function is supermodular, while values of correspondence B are complete sub-lattices of
X , by Theorem 6.1 in Topkis (1978), set �(x� s) is a complete sub-lattice of X . Further-
more, since B increases over X × S in the strong set order, so does �. As the problem is
well-behaved, �(x� s) admits the greatest selection φ(x� s) and this selection is increasing.
That φ is Borel measurable follows from standard arguments (see HP). Q.E.D.

Below, we discuss an application of this result.

EXAMPLE S.2: Consider the following dynamic optimization problem of a firm. In each
period, the firm collects revenue π(x� s), where s ∈ S denotes the realized exogenous
state of the world and x ∈ R+ is the level of capital stock currently available to the firm.
Once s is revealed to the firm and the revenue collected, the firm may invest a ∈ [0�K]
at a cost c(a), K being a finite positive number. With this investment, capital stock in the
next period is y = δx+a, where δ ∈ [0�1] denotes the fraction of non-depreciated capital.
Therefore, the dividend in each period is

F (x� s� y) := π(x� s) − c(y − δx)�

where the firm chooses y from the interval B(x� s) = [δx�δx + K]. We know from HP
that if the firm is an expected utility maximizer and the optimal control problem is well-
behaved, the firm has a policy function that is increasing in (x� s) under these additional
conditions: the transition function 
 : S → �S is increasing with respect to first-order
stochastic dominance and F is supermodular; the latter is guaranteed if π is supermodular
and c is concave. Proposition S.1 goes further by saying that this remains true if the firm
has a maxmin preference, so long as the belief 
 is PFSD-increasing.

REFERENCES

CHE, YEON-KOO, JINWOO CHE, FUHITO KOJIMA, AND CHRISTOPHER THOMAS RYAN (2020): “Characterizing
Pareto Optima: Sequential Utilitarian Welfare Maximization,”. arXiv:2008.10819. [4]

DZIEWULSKI, PAWEŁ, AND JOHN K.-H. QUAH (2024): “Comparative Statics With Linear Objectives: Normal-
ity, Complementarity, and Ranking Multi-Prior Beliefs,” Econometrica, 92, 167–200. [1]

EPSTEIN, LARRY G., AND MARTIN SCHNEIDER (2003): “Recursive Multiple-Priors,” Journal of Economic The-
ory, 113, 1–21. [12]

HOPENHAYN, HUGO A., AND EDWARD C. PRESCOTT (1992): “Stochastic Monotonicity and Stationary Distri-
butions for Dynamic Economies,” Econometrica, 60, 1387–1406. [10,11]

https://www.e-publications.org/srv/ecta/linkserver/setprefs?rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
http://arxiv.org/abs/arXiv:2008.10819
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:2/PP-main&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:3/EpsteinSchneider2003&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:4/HopenhaynPrescott1992&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:2/PP-main&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:3/EpsteinSchneider2003&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:4/HopenhaynPrescott1992&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D


14 P. DZIEWULSKI AND J. K.-H. QUAH

HUGGETT, MARK (2003): “When Are Comparative Dynamics Monotone?” Review of Economic Dynamics, 6,
1–11. [12]

IYENGAR, GARUD N. (2005): “Robust Dynamic Programming,” Mathematics of Operations Research, 30, 257–
280. [12]

MILGROM, PAUL, AND CHRIS SHANNON (1994): “Monotone Comparative Statics,” Econometrica, 62, 157–180.
[8]

QUAH, JOHN K.-H. (2007): “The Comparative Statics of Constrained Optimization Problems,” Econometrica,
75, 401–431. [5]

SOLTAN, VALERIU (2015): Lectures on Convex Sets. World Scientific. [1]
STACHURSKI, JOHN, AND TAKASHI KAMIHIGASHI (2014): “Stochastic Stability in Monotone Economies,” The-

oretical Economics, 9, 383–407. [12]
STOKEY, NANCY L., ROBERT E. LUCAS, AND EDWARD C. PRESCOTT (1989): Recursive Methods in Economic

Dynamics. Harvard University Press. [10,11]
TOPKIS, DONALD M. (1978): “Minimizing a Submodular Function on a Lattice,” Operations Research, 26, 305–

321. [11,13]
UI, TAKASHI (2015): “Ambiguity and Risk in Global Games,” Working paper. [7]

Co-editor Barton L. Lipman handled this manuscript.

Manuscript received 10 May, 2021; final version accepted 8 September, 2023; available online 25 September, 2023.

https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:5/Huggett2003&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:6/Iyengar2005&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:7/MilgromShannon94&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:8/Quah2007&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:10/KamihigashiStachurski2014&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:12/Topkis1978&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:5/Huggett2003&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:6/Iyengar2005&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:8/Quah2007&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:10/KamihigashiStachurski2014&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D
https://www.e-publications.org/srv/ecta/linkserver/openurl?rft_dat=bib:12/Topkis1978&rfe_id=urn:sici%2F0012-9682%282024%2992%3A1%2B%3C1%3ASTCSWL%3E2.0.CO%3B2-D

	Anti-Symmetry of the Parallelogram Order
	Asymptotic Cones, Convex Hulls, and Closed Sets
	Continuation of Remark 2.4
	Continuation of Example 5
	Substitutes in Production
	FSD and Increasing Value Under Ambiguity
	FSD and Single-Crossing Differences
	Continuation of Remark 5.2
	Continuation of Example 13
	Optimizing Over Beliefs
	Dynamic Programming Under Ambiguity
	References

