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S1. A SURVEY OF ARTICLES THAT HAVE USED RANDOMIZED WAITING LISTS

IN THIS SECTION, WE PRESENT a survey of articles using randomized waitlists to estimate
treatment effects. This survey helps motivate the analytical framework we adopt in Sec-
tion 3 of the paper. To gather a sample of such articles, we started from six articles using
randomized waitlists. Four study the effects of U.S. charter schools. Those are Dobbie
and Fryer (2011), Angrist, Pathak, and Walters (2013), Curto and Fryer (2014), and Dob-
bie and Fryer (2015). Two study the effects of youth training programs in Latin America
and the Caribbean. Those are Attanasio, Kugler, and Meghir (2011) and Card, Ibarrarán,
Regalia, Rosas-Shady, and Soares (2011). Then, we reviewed the 667 articles cited by, and
citing on Google Scholar as of the end of June 2016, those six articles. Among those, we
found 37 other articles that also use randomized waitlists, thus leaving us with 43 articles.1
A list of those 43 articles can be found in Table SI. Twenty-seven are published and 16 are
not. They estimate the effects of a variety of interventions, including U.S. charter schools,
an agricultural training for ex-fighters in Liberia, or Turkey’s vocational training program
for the unemployed.

All the treatments considered by these articles have capacity constraints for various
groups of applicants, typically defined by their gender, their school grade, or the course
they apply for. In each group, a randomized waitlist takes place. Among the 24 articles
that report the number of waitlists they use in their analysis, the median is 64. Among
the 25 articles that report the average number of applicants per waitlist, the median is
55. Among the 13 articles that report the ratio of seats to applicants, the median is 0.56.
Finally, among the 19 articles that report the share of applicants that decline a treatment
offer, the median is 0.24.

Most articles estimate the effect of getting an offer on treatment, the first-stage effect
(FS). Some articles estimate the intention to treat (ITT) effect of getting an offer only,
other articles estimate the LATE only, and many articles estimate both. In the LATE
estimations, not all articles use the same instrument. Twenty articles use an indicator for
applicants getting an initial offer, the so-called IO instrument. Twenty-two articles use an
indicator for applicants ever getting an offer, the so-called EO instrument. These include
five articles that use the two instruments. Five articles use other instruments. For instance,
one article uses an indicator for applicants receiving an IO and for the 10 applicants
ranked below them in each waitlist. Another article uses the IO instrument, but discards

Clément de Chaisemartin: clementdechaisemartin@ucsb.edu
Luc Behaghel: luc.behaghel@ens.fr
1This methodology enabled us to find a large number of articles relatively quickly, though it precluded us

from obtaining a sample representative of articles using randomized waitlists.
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all the applicants that got an offer in a subsequent round.2 Finally, one article uses the
EO instrument in some specifications, and another instrument in other specifications.

Because they combine data from several waitlists, most articles use statistical methods
ensuring they compare applicants within and not across waitlists. To do so, seven articles
follow Hirano, Imbens, and Ridder (2003) and use propensity score reweighting. Twenty-
five articles include waitlist fixed effects in their regressions. Finally, eight articles evalu-
ating the effects of charter schools use a variation of waitlist fixed effects. Students can
apply to several schools, and schools conduct their own separate randomized waitlists. As
a result, only students applying to the same set of schools have the same probability of en-
tering a charter. Therefore, the authors include fixed effects for each set of applications
in their regressions. They refer to these fixed effects as “risk sets”.

S2. FURTHER RESULTS

S2.1. Additional Results on the Bias of β̂E
FE

We extend the comparative statics on B performed in Section 3.3 to the case of hetero-
geneous waitlists. If, for all k, Nk =N0 and

E

([
1
Tk

∑
i:Dik(1)=1

Yik(0)− 1
Nk − Tk

∑
i:Dik(1)=0

Yik(0)
])

= �Y(0)�

then

|B| =
1/K

K∑
k=1

Sk

(
1 − tk

tk + 1/N0
(1 + 1/N0)

)

1/K
K∑

k=1

Sk

(
1 − sk

tk + 1/N0
(1 + 1/N0)

) |�Y(0)|�

where tk and sk respectively denote the proportion of takers and the ratio of applicants
to seats in waitlist k. Then, the derivative of |B| with respect to 1/N0 is equal to a ratio
whose denominator is strictly positive and whose numerator is[[

1/K
K∑

k=1

Sk

(
− tk

tk + 1/N0
+ tk

(tk + 1/N0)
2 (1 + 1/N0)

)]

×
[

1/K
K∑

k=1

Sk

(
1 − sk

tk + 1/N0
(1 + 1/N0)

)]

−
[

1/K
K∑

k=1

Sk

(
1 − tk

tk + 1/N0
(1 + 1/N0)

)]

×
[

1/K
K∑

k=1

Sk

(
− sk

tk + 1/N0
+ sk

(tk + 1/N0)
2 (1 + 1/N0)

)]]
|�Y(0)|�

2Relatedly, in another article, researchers randomly assign applicants to three groups: the treatment group,
the control group, and the replacement group. Program implementers only pick non-takers’ replacements
from the replacement group. In the end, researchers compare the treatment and control groups and discard
the replacement group.
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One has

− tk

tk + 1/N0
+ tk

(tk + 1/N0)
2 (1 + 1/N0)

= tk(1 − tk)

(tk + 1/N0)
2 >

sk(1 − tk)

(tk + 1/N0)
2 = − sk

tk + 1/N0
+ sk

(tk + 1/N0)
2 (1 + 1/N0) > 0�

Moreover,

1 − sk

tk + 1/N0
(1 + 1/N0) > 1 − tk

tk + 1/N0
(1 + 1/N0)≥ 0�

so |B| is increasing in 1/N0, and therefore decreasing in N0.
Similarly, if, for all k, tk = t0 and E([ 1

Tk

∑
i:Dik(1)=1 Yik(0) − 1

Nk−Tk

∑
i:Dik(1)=0 Yik(0)]) =

�Y(0), then

|B| =
1/K

K∑
k=1

Sk

(
1 − t0

t0 + 1/Nk

(1 + 1/Nk)

)

1/K
K∑

k=1

Sk

(
1 − sk

t0 + 1/Nk

(1 + 1/Nk)

) |�Y(0)|�

Then, the derivative of |B| with respect to t0 is equal to a ratio whose denominator is
strictly positive and whose numerator is

[[
1/K

K∑
k=1

−Sk

1
(t0 + 1/Nk)

2 1/Nk(1 + 1/Nk)

]

×
[

1/K
K∑

k=1

Sk

(
1 − sk

t0 + 1/Nk

(1 + 1/Nk)

)]

−
[

1/K
K∑

k=1

Sk

(
1 − t0

t0 + 1/Nk

(1 + 1/Nk)

)]

×
[

1/K
K∑

k=1

Sk

sk

(t0 + 1/Nk)
2 (1 + 1/Nk)

]]
|�Y(0)|�

which is strictly negative, so |B| is decreasing in t0.
Finally, if, for all k, sk = s0 and

E

([
1
Tk

∑
i:Dik(1)=1

Yik(0)− 1
Nk − Tk

∑
i:Dik(1)=0

Yik(0)
])

= �Y(0)�
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then

|B| =
1/K

K∑
k=1

(
Nk − tk

tk + 1/Nk

(Nk + 1)
)

1/K
K∑

k=1

(
Nk − s0

tk + 1/Nk

(Nk + 1)
) |�Y(0)|�

which is clearly increasing in s0.

S2.2. Asymptotic Distributions of β̂E
FE and �̂− β̂E

FE

In the section, we derive the asymptotic distributions of β̂E
FE and �̂− β̂E

FE. Let

βE
FE�K =

1
K

K∑
k=1

E
(
RFE

k

)
1
K

K∑
k=1

E
(
FSE

k

) � (31)

Let also FSE = limK→+∞ 1
K

∑K

k=1 E(FSE
k ) and βE

FE = limK→+∞ βE
FE�K , where Assumption 7

ensures that those limits exist. Finally, for all k, let ΛE
k = RFE

k
−βE

FEFSE
k

FSE
.

ASSUMPTION 6—Assumptions to Derive the Asymptotic Distributions of β̂E
FE and

�̂ − β̂E
FE: The following sequences have finite limits when K → +∞: (i) 1

K

∑K

k=1 V (RFE
k ),

(ii) 1
K

∑K

k=1 V (FSE
k ), (iii) 1

K

∑K

k=1 E(RFE
kFSE

k ), (iv) 1
K

∑K

k=1 V (Λk−ΛE
k), (v) 1

K

∑K

k=1 E(RFk ×
RFE

k ), (vi) 1
K

∑K

k=1 E(RFkFSE
k ), (vii) 1

K

∑K

k=1 E(FSkRFE
k ), (viii) 1

K

∑K

k=1 E(FSkFSE
k ),

(ix) 1
K

∑K

k=1 E(|RFE
k − E(RFE

k )|4), (x) 1
K

∑K

k=1 E(|FSE
k − E(FSE

k )|4), (xi) 1
K

∑K

k=1 E(|ΛE
k −

E(ΛE
k)|4), and (xii) 1

K

∑K

k=1 E(|Λk −ΛE
k −E(Λk −ΛE

k)|4).

Let

σ2
E = lim

K→+∞
1
K

K∑
k=1

V
(
ΛE

k

)
� σ2

E�+ = lim
K→+∞

[
1
K

K∑
k=1

E
((
ΛE

k

)2) −
(

1
K

K∑
k=1

E
(
ΛE

k

))2]
�

Λ̂E
k = RFE

k − β̂E
FEFSE

k

1
K

K∑
k=1

FSE
k

� σ̂2
E�+ = 1

K

K∑
k=1

(
Λ̂E

k − 1
K

K∑
j=1

Λ̂E
j

)2

�

σ2
diff = lim

K→+∞
1
K

K∑
k=1

V
(
Λk −ΛE

k

)
�

σ2
diff�+ = lim

K→+∞

[
1
K

K∑
k=1

E
((
Λk −ΛE

k

)2) −
(

1
K

K∑
k=1

E
(
Λk −ΛE

k

))2]
�
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σ̂2
diff�+ = 1

K

K∑
k=1

(
Λ̂k − Λ̂E

k − 1
K

K∑
j=1

(
Λ̂j − Λ̂E

j

))2

�

THEOREM S2.1: If Assumptions 1–4, 6, and 7 hold:
(a)

√
K(β̂E

FE −βE
FE�K)

d−→N (0�σ2
E) and σ̂2

E�+
p−→ σ2

E�+ ≥ σ2
E ,

(b)
√
K(�̂− β̂E

FE − (�K −βE
FE�K))

d−→N (0�σ2
diff) and σ̂2

diff�+
p−→ σ2

diff�+ ≥ σ2
diff.

Theorem S2.1 implies that β̂E
FE and �̂− β̂E

FE are asymptotically normal. As in Theorem
3.1 in the paper, their asymptotic variances can only be conservatively estimated.

S2.3. Which Fraction of the Bias of the EO Estimator Respectively Come From the
Endogenous Stopping Rule and the Waitlist Fixed Effects?

As explained in Section 2 of the paper, the inconsistency of β̂E
FE stems from the en-

dogenous stopping rule in the offer process, as well as from the inclusion of waitlist fixed
effects in the regression. One may then wonder which fraction of the total asymptotic bias
these two issues respectively account for. To answer this question, we study the probability
limit of

β̂D
FE =

1
K

K∑
k=1

Nk

Lk

Nk

(
1 − Lk

Nk

)(
1

Lk − 1

∑
i:Zik=1

wikYik − 1
Nk −Lk

∑
i:Zik=0

Yik

)
1
K

K∑
k=1

Nk

Lk

Nk

(
1 − Lk

Nk

)
1

Lk − 1

∑
i:Zik=1

wikDik

�

an estimator downweighting takers receiving an offer as the DREO estimator, but
reweighting lotteries as the EO estimator. One can show that if there exist real numbers
�Y(0), N0, T0, and S0 such that for every k,

E

([
1
Tk

∑
i:Dik(1)=1

Yik(0)− 1
Nk − Tk

∑
i:Dik(1)=0

Yik(0)
])

= �Y(0)�

Nk = N0� Tk = T0� and Sk = S0�

then under Assumptions 1–4 and a technical condition similar to Assumption 7, β̂D
FE con-

verges in probability to the sum of two terms when K → +∞. The first term is a weighted
average of the LATEs of takers in each lottery, while the second term is a bias term equal
to (

1 − 1
N0

)(
S0 − 1 + T0

N0

)
− (T0 − 1)

S0

T0 + 1
N0 + 1
N0(

1 − 1
N0

)(
S0 − 1 + T0

N0

)
− (S0 − 1)

S0

T0 + 1
N0 + 1
N0

�Y(0)� (32)

Using (32) above and (3) in the paper, one can decompose the asymptotic bias of β̂E
FE in

any DGP with homogeneous lotteries. For instance, if N0 = 20, T0 = 12, S0 = 10, �Y(0) =
−0�4, and if the treatment effect is constant and equal to 0�2, the limits of β̂E

FE and β̂D
FE

are respectively equal to 0�136 and 0�149, thus implying that in this DGP, the lottery fixed
effects account for 79% of the total asymptotic bias of the EO estimator.
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S2.4. Assessing Whether Heterogeneous LATEs Across Waitlists Can Account for the
Difference Between the EO and DREO Estimators

Under Assumptions 1–7, Theorem 3.2 in the paper shows that β̂E
FE converges towards

the sum of two terms. The first is a weighted average of the LATEs of takers in each
waitlist. The second term, B, is a bias term. Even if B = 0, the probability limits of β̂E

FE

and �̂ may differ if takers’ LATEs are heterogeneous across waitlists.
To assess whether heterogeneous LATEs across waitlists are likely to explain the dif-

ference between β̂E
FE and �̂, one can compare β̂I

PS to β̂I
FE, the coefficient of Dik in a 2SLS

regression of Yik on Dik and waitlist fixed effects using Z′
ik as the instrument. β̂I

PS con-
verges towards the LATE of takers, while β̂I

FE converges towards a weighted average of
takers’ LATEs in each waitlist, so any statistically significant difference between these es-
timators must come from heterogeneous LATEs across waitlists. If β̂I

PS and β̂I
FE are close,

heterogeneous LATEs are unlikely to explain the difference between β̂E
FE and �̂. This test

remains suggestive, because the reweightings of waitlists attached to β̂I
FE and β̂E

FE are not
the same.3

S2.5. The DREO Estimator With Covariates

Assume one wants to include covariates in the estimation, to increase statistical preci-
sion. The DREO estimator with covariates we propose is �̂X , the coefficient of Zik in a
2SLS regression of Yik on Dik and Xik, using Zik as the instrument and weighted by the
weights wDR

ik defined in the paper. One can show that
√
K(�̂X −�K) converges towards a

normal distribution under Assumptions 1 and 3, and modified versions of Assumptions 2
and 4 accounting for the covariates.

S2.6. The DREO Estimator With a Non-Binary Treatment

Throughout the paper, we have assumed that treatment is binary. When the treatment
takes a finite number of values {0�1� � � � � d}, one can still use the DREO estimator, pro-
vided one replaces wik by 1 −Zik1{Dik > 0}/Sk in its definition. Then, one can show that
�̂ consistently estimates the average causal response parameter defined in Angrist and
Imbens (1995).

S3. MONTE CARLO SIMULATIONS

S3.1. Comparing the EO, IO, and DREO Estimators

In this section, we run simulations to compare the IO, EO, and DREO estimators.
We consider designs with 120 and 240 waitlists. Each waitlist has 40 applicants (30 tak-
ers and 10 non-takers), and 20 seats for treatment. To choose these numbers, we used
our survey in Section S1. For instance, 38% of articles therein use at least 120 waitlists
in their analysis, and 29% use at least 240 waitlists. Then, we respectively draw values
of Yik(0)|Dik(1) = 1 and Yik(0)|Dik(1) = 0 from N (0�1) and N (0�4�1) distributions, so
the mean of Yik(0) is 0�4 standard deviation (σ) larger for non-takers than takers. The
treatment effect is constant across applicants and waitlists: Yik(1) − Yik(0) = 0�2. Once

3On the other hand, comparing the EO estimator with propensity score reweighting to β̂E
FE is uninformative

as to LATEs’ heterogeneity across waitlists.
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potential treatments and outcomes have been drawn, applicants are randomly ranked,
offers are made according to that ranking until all seats are filled, Dik and Yik are deter-
mined accordingly, and we estimate the IO, EO, and DREO estimators. We repeat this
procedure 500 times, and report the mean and standard error (SE) of each estimator, as
well as the coverage rate of their 95% confidence interval (CI). To construct those CIs,
we use the robust standard errors of the IO and EO estimators, and σ̂+/

√
K − 1 for the

DREO estimator.4 We also consider two other designs. In Design 2, there are 24 takers
per waitlist, and all the other parameters are the same as in Design 1. In Design 3, there
are 20 applicants and 10 seats per waitlist, 12 applicants are takers, and all the other pa-
rameters are the same as in Design 1. Note that in these designs, all waitlists have the
same number of applicants, the same number of takers, and the same expectations of tak-
ers’ and non-takers’ potential outcomes, so the confidence interval attached to the DREO
estimator should not be conservative.

Results are shown in Table SII below. In all designs, β̂E
FE is a biased estimator of �K .

This is despite the fact that all these simulation designs have homogeneous waitlists: as
discussed in the paper, the EO estimator is less biased with homogeneous than with het-
erogeneous waitlists. On the other hand, β̂I

PS and �̂ are not visibly biased. In Design 1,
the bias of β̂E

FE is too small to distort the coverage of its confidence interval. In Designs 2
and 3, this bias strongly distorts coverage, especially with 240 waitlists. On the contrary,
the confidence intervals of β̂I

PS and �̂ have the desired coverage in all the panels of the
table. Interestingly, in all the panels, the mean of β̂E

FE is close to its probability limit. In-
deed, using (3) in the paper, one can compute that this limit is respectively equal to 0.190,
0.164, and 0.136 in Designs 1 to 3. Across all panels, the standard error of �̂ is 27.6 to
57.3% smaller than that of β̂I

PS. On the other hand, the standard error of �̂ is 2.4 to 12.5%
larger than that of β̂E

FE. The mean squared error of �̂ is still lower than that of β̂E
FE in all

panels, but one can find DGPs where the converse holds.

S3.2. Assessing the Robustness of the Asymptotic Formulas Derived in Theorem 3.3 to
Violations of Assumption 5

In this subsection, we provide simulations to assess the robustness of the asymptotic
formulas in Theorem 3.3 to violations of points (c), (d) and (f) of Assumption 5. The
simulations are based on the same design as in Panel E of Table SII, with homogeneous
lotteries such that Nk = 40, Sk = 20, and Tk = 24 for all k. This implies that point (f) of
Assumption 5 is not satisfied. In a first DGP (Panel A of Table SIII), we draw values of
Yik(0)|Dik(1) = 1 and Yik(0)|Dik(1) = 0 from the same N (0�1) distribution, so that all
points of Assumption 5 except (f) are satisfied. In a second DGP (Panel B), we draw val-
ues of Yik(0)|Dik(1) = 1 and Yik(0)|Dik(1) = 0 from different distributions (N (0�1) and
N (0�4�1) distributions respectively, as in Panel E of Table SII), so that points (c) and (f)
are violated. The third DGP (Panel C) has heterogeneous treatment effects with values
of Yik(1)−Yik(0)|Dik(1)= 1 drawn from a N (0�2�1) distribution, so that points (c), (d),
and (f) are violated. For these three DGPs, Table SIII displays the mean and standard
deviation of the simulated IO and DREO estimators over 500 replications (Columns 2
and 3 respectively), and the standard errors computed following the asymptotic formulas
derived in Theorem 3.3 (Column 4). The results show that the approximations provided

4The coverage of the DREO estimator’s CI in Table SII remains similar if we instead use robust standard
errors.
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TABLE SII

SIMULATION RESULTSa

Average SE Coverage 95% CI

Simulations with 120 waitlists
A. Design 1: Nk = 40, Sk = 20, Tk = 30, �Y(0) = −0�4, �K = 0�2

β̂I
PS 0.201 0.058 0.956

β̂E
FE 0.190 0.041 0.932

�̂ 0.199 0.042 0.952

B. Design 2: 24 takers per lottery, otherwise same as Design 1
β̂I

PS 0.210 0.151 0.958
β̂E

FE 0.164 0.062 0.900
�̂ 0.199 0.067 0.950

C. Design 3: Lotteries twice smaller, otherwise same as Design 2
β̂I

PS 0.210 0.199 0.970
β̂E

FE 0.135 0.080 0.894
�̂ 0.198 0.090 0.956

Simulations with 240 waitlists
D. Design 1: Nk = 40, Sk = 20, Tk = 30, �Y(0) = −0�4, �K = 0�2

β̂I
PS 0.198 0.039 0.968

β̂E
FE 0.189 0.026 0.962

�̂ 0.199 0.027 0.964

E. Design 2: 24 takers per lottery, otherwise same as Design 1
β̂I

PS 0.207 0.103 0.944
β̂E

FE 0.166 0.042 0.866
�̂ 0.201 0.044 0.950

F. Design 3: Lotteries twice smaller, otherwise same as Design 2
β̂I

PS 0.209 0.149 0.948
β̂E

FE 0.137 0.060 0.778
�̂ 0.202 0.066 0.954

aThe table simulates the IO, EO, and DREO estimators of �K . Columns 2 to
4 display the mean, standard error, and coverage of the 95% confidence interval
of the estimators in Column 1, computed from 500 replications. Designs in the
top three and bottom three panels respectively have 120 and 240 waitlists. Design
1 has 30 takers, 10 non-takers, and 20 seats per waitlist. The treatment effect is
constant and equal to 0.2, and the mean of Y(0) is 0.4 standard deviation larger
for non-takers than takers. Design 2 is the same, except that it has 24 takers per
waitlist. Design 3 is the same, except that it has 20 applicants, 12 takers, and 10
seats per waitlist.

by Theorem 3.3 remain quite accurate when points (c) and (f) of Assumption 5 are vio-
lated. The approximation of V (β̂I

PS) is slightly less accurate when point (d) is violated too,
but that of V (�̂) remains accurate.

S3.3. Comparing the DREO Estimator to the Optimal 2SLS Estimator Using a Function of
Applicants’ Rank as an Instrument for Treatment

In the paper, we discuss the fact that the IO estimator is a consistent estimator of the
LATE of takers. Actually, any 2SLS estimator using a function of applicants’ random
numbers Rik to instrument for Dik is also consistent, provided that function has some
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TABLE SIII

ROBUSTNESS OF STANDARD ERRORS IN THEOREM 3.3 TO
VIOLATIONS OF ASSUMPTION 5a

Average SE Asympt. formula

A. Violation of point (f)
β̂I

PS 0.195 0.096 0.102
�̂ 0.199 0.044 0.046

B. Violations of points (c) and (f)
β̂I

PS 0.207 0.103 0.102
�̂ 0.201 0.044 0.046

C. Violations of points (c), (d), and (f)
β̂I

PS 0.195 0.123 0.102
�̂ 0.200 0.047 0.046

aThe table simulates the IO and DREO estimators of �K . Columns 2 and 3
display the mean and standard error of the estimators in Column 1, computed
from 500 replications. Column 4 displays the asymptotic approximations based on
Theorem 3.3. All designs have 240 waitlists, 24 takers, 16 non-takers, and 20 seats
per waitlist. The average treatment effect is equal to 0.2. The treatment effect is
constant in Panels A and B, but drawn from a N (0�2�1) distribution in Panel C.
The mean of Y(0) is the same for non-takers and takers in Panel A, but it is 0.4
standard deviation larger for non-takers than takers in Panels B and C.

predictive power for Dik.5  Newey (1990) showed that if the treatment effect is constant,
the (infeasible) optimal estimator of the constant treatment effect within that class is that
which uses E(Dik|Rik) to instrument for Dik. Let β̂∗

R denote that estimator. One can show
that under Assumptions 1–3,

E(Dik|Rik = r�Pk)= 1{1 ≤ r ≤ Sk} Tk

Nk

+ 1{Sk + 1 ≤ r ≤ Sk +Nk − Tk}
Sk∑

j=max(1�r−(Nk−Tk))

(
r − 1
j − 1

)(
Nk − r
Tk − j

)
(
Nk

Tk

) �6

We use the formula above to compute β̂∗
R. Our simulation design is the same as that in

Panel A of Table SII, where the treatment effect is constant. Results in Table SIV show
that �̂ has a lower variance than β̂∗

R, and the difference is highly significant (t-stat =
−5�54). This shows that in DGPs with a constant treatment effect, �̂ is not uniformly
dominated by β̂∗

R, the optimal estimator among all 2SLS estimators using a function of
Rik to instrument for Dik.

5�̂ does not belong to that class of estimators, because Zik is a function of both Rik and Lk.
6For r ∈ {Sk + 1� � � � � Sk +Nk −Tk}, the formula corresponds to the sum of the probability of having a taker

with Rik = r and j − 1 takers with Rik ≤ r − 1, for j going from max(1� r − (Nk − Tk)) to Sk. Indeed, at least
max(0� r − 1 − (Nk − Tk)) takers must have Rik ≤ r − 1, and if more than Sk − 1 takers have Rik ≤ r − 1, the
applicant with Rik = r does not get an offer.
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TABLE SIV

COMPARING THE PERFORMANCES OF �̂ AND β̂∗
R

a

Average SE Coverage 95% CI

�̂ 0.203 0.040 0.964
β̂∗

R 0.204 0.043 0.964

aThe table simulates the DREO estimator and β̂∗
R , the optimal estimator of

the LATE among all 2SLS estimators using a function of applicants’ ranks to in-
strument for the treatment. Columns 2 to 4 display the mean, standard error, and
coverage of the 95% confidence interval of the estimators in Column 1. These
statistics are computed from 500 replications. The simulation design is the same
as in Panel A of Table SII.

S3.4. Assessing the Number of Waitlists Needed for the Asymptotic Distribution in
Theorem 3.1 in the Paper to Approximate the Distribution of �̂ Well

In this subsection, we assess the number of waitlists needed for the asymptotic distribu-
tion in Theorem 3.1 in the paper to approximate well the distribution of �̂. We consider
the same design as Design 1 in Section S3.1, with 40, 20, 10, and 5 waitlists. In each sim-
ulation, we draw 2,000 samples. Table SV below shows the coverage rate of the 95% CI
attached to �̂, and the 95% CI of this coverage rate. With 40 and 20 waitlists, the CI at-
tached to �̂ has the desired coverage rate. On the other hand, with 10 and 5 waitlists, its
coverage is significantly lower than 0.95. This suggests that articles that use less than 20
waitlists in their analysis may not be able to use Theorem 3.1 in the paper for inference.

S3.5. Assessing the Use of Robust Standard Errors in Applications
With a Small Number of Waitlists

In this subsection, we assess whether one can use robust standard errors for inference
when the number of waitlists is too small to rely on Theorem 3.1 in the paper for inference.
We first consider the same design as Design 1 in Section S3.1, except that the number of
waitlists is equal to 10. Then, we consider a design with 20 applicants, 15 takers, and 10
seats per waitlist. Then, we consider another design with 10 applicants, 7 takers, and 5
seats per waitlist. Finally, we consider a design with 4 applicants, 3 takers, and 2 seats
per waitlist. In each design, we draw 2,000 samples. To estimate the 95% CI attached to
�̂, we use the variance of the coefficient of Dik in a 2SLS regression of Yik on Dik using

TABLE SV

COVERAGE RATE OF THE 95% CI ATTACHED TO �̂a

Coverage 95% CI

40 waitlists 0.944 ([0.933, 0.954])
20 waitlists 0.950 ([0.940, 0.959])
10 waitlists 0.929 ([0.918, 0.940])
5 waitlists 0.912 ([0.900, 0.925])

aThe table shows the coverage rate of the confidence interval at-
tached to �̂, in the same design as Design 1 in Table SII, but with 40,
20, 10, and 5 waitlists. Each simulation has 2,000 replications. The
95% confidence interval of the coverage rate is reported in paren-
theses.
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TABLE SVI

USING ROBUST STANDARD ERRORS IN APPLICATIONS
WITH 10 WAITLISTSa

Coverage 95% CI

40 applicants, 30 takers, 20 seats 0.945 ([0.934, 0.955])
20 applicants, 15 takers, 10 seats 0.953 ([0.944, 0.962])
10 applicants, 7 takers, 5 seats 0.937 ([0.926, 0.948])
4 applicants, 3 takers, 2 seats 0.933 ([0.922, 0.944])

aThe table shows the coverage rate of the confidence interval
attached to �̂ using robust standard errors, in the same design as
Design 1 in Table SII, but with 40, 20, 10, and 5 applicants per wait-
list. Each simulation has 2,000 replications. The 95% confidence
interval of the coverage rate is reported in parentheses.

Zik as the instrument, where applicants are reweighted by wDR
ik , using robust standard

errors. Table SVI shows the coverage rate of the 95% CI attached to �̂ using this robust
variance estimator, and the 95% CI of this coverage rate. With 40 and 20 applicants per
waitlist, the CI attached to �̂ has the desired coverage rate. On the other hand, with 10
and 4 applicants, its coverage is significantly lower than 0.95. This suggests that articles
that use less than 20 waitlists in their analysis may be able to use robust standard errors
for inference, provided they have at least 20 applicants per waitlist.

S4. PROOFS OF SOME RESULTS IN THE PAPER NOT PROVEN THEREIN

Theorem 3.2 relies on Assumption 7 below. Let

RFE
k =Nk

Lk

Nk

(
1 − Lk

Nk

)(
1
Lk

∑
i:Zik=1

Yik − 1
Nk −Lk

∑
i:Zik=0

Yik

)
�

FSE
k =Nk

Lk

Nk

(
1 − Lk

Nk

)
1
Lk

∑
i:Zik=1

Dik�

ASSUMPTION 7—Technical Assumptions to Derive the Probability Limit of β̂E
FE:

1
K

K∑
k=1

E

⎛⎜⎜⎝Sk

(
Nk − Sk

Nk + 1
Tk + 1

)
Nk

⎞⎟⎟⎠ �

1
K

K∑
k=1

E

⎛⎜⎜⎝Sk

(
Nk − Tk

Nk + 1
Tk + 1

)
Nk

[
1
Tk

∑
i:Dik(1)=1

Yik(0)− 1
Nk − Tk

∑
i:Dik(1)=0

Yik(0)
]⎞⎟⎟⎠ �
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and

1
K

K∑
k=1

E

⎛⎜⎜⎝Sk

(
Nk − Sk

Nk + 1
Tk + 1

)
Nk

1
Tk

∑
i:Dik(1)=1

[
Yik(1)−Yik(0)

]⎞⎟⎟⎠
have finite limits when K → +∞.

PROOF OF THEOREM 3.2: First,

E(Lk|Pk)=
Nk−Tk+Sk∑

l=Sk

l

(
l − 1
Sk − 1

)(
Nk − l
Tk − Sk

)
(
Nk

Tk

)

= Sk

Nk + 1
Tk + 1

Nk−Tk+Sk∑
l=Sk

(
l
Sk

)(
Nk + 1 − (l + 1)
Tk + 1 − (Sk + 1)

)
(
Nk + 1
Tk + 1

)
= Sk

Nk + 1
Tk + 1

� (33)

This derivation follows from arguments similar to those used when deriving (5).
Then, it follows from the fact that a 2SLS coefficient with one endogenous variable and

one instrument is equal to the ratio of the reduced form and first-stage coefficients, from
Equation (3.3.7) in Angrist and Pischke (2008), and from the definitions of RFE

k and FSE
k ,

that

β̂E
FE =

1
K

K∑
k=1

RFE
k

1
K

K∑
k=1

FSE
k

� (34)

For every k,

E
(
RFE

k

)
=E

((
1 − Lk

Nk

) Nk∑
i=1

Yik

(
Dik(1)

)
1{Rik ≤Lk}

− Lk

Nk

Nk∑
i=1

Yik(0)
(
1 − 1{Rik ≤Lk}

))

=E

((
1 − Lk

Nk

) Nk∑
i=1

Yik

(
Dik(1)

)
E

(
1{Rik ≤ Lk}|Lk�Pk

)
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− Lk

Nk

Nk∑
i=1

Yik(0)
(
1 −E

(
1{Rik ≤ Lk}|Lk�Pk

)))

=E

((
1 − Lk

Nk

) Nk∑
i=1

Yik

(
Dik(1)

)(
Dik(1)

Sk

Tk

+ (
1 −Dik(1)

)Lk − Sk

Nk − Tk

)

− Lk

Nk

Nk∑
i=1

Yik(0)
(
Dik(1)

Tk − Sk

Tk

+ (
1 −Dik(1)

)Nk − Tk −Lk + Sk

Nk − Tk

))

=E

(
(Nk −Lk)Sk

Nk

1
Tk

∑
i:Dik(1)=1

Yik(1)− Lk(Tk − Sk)

Nk

1
Tk

∑
i:Dik(1)=1

Yik(0)

+ (Nk −Lk)(Lk − Sk)−Lk(Nk − Tk −Lk + Sk)

Nk

1
Nk − Tk

∑
i:Dik(1)=0

Yik(0)
)

=E

(
(Nk −Lk)Sk

Nk

1
Tk

∑
i:Dik(1)=1

[
Yik(1)−Yik(0)

]
+ NkSk −LkTk

Nk

(
1
Tk

∑
i:Dik(1)=1

Yik(0)− 1
Nk − Tk

∑
i:Dik(1)=0

Yik(0)
))

=E

⎛⎜⎜⎝Sk

(
Nk − Sk

Nk + 1
Tk + 1

)
Nk

1
Tk

∑
i:Dik(1)=1

[
Yik(1)−Yik(0)

]

+
Sk

(
Nk − Tk

Nk + 1
Tk + 1

)
Nk

(
1
Tk

∑
i:Dik(1)=1

Yik(0)− 1
Nk − Tk

∑
i:Dik(1)=0

Yik(0)
)⎞⎟⎟⎠ � (35)

The first equality follows from the definition of RFE
k and some algebra. The second equal-

ity follows from the law of iterated expectations and the linearity of the conditional expec-
tation. The third equality follows from (7) and (8). The fourth and fifth equalities follow
from some algebra. The last equality follows from the law of iterated expectations, the
linearity of the conditional expectation, and (33).

Similarly, one can show that for every k,

E
(
FSE

k

) = E

⎛⎜⎜⎝Sk

(
Nk − Sk

Nk + 1
Tk + 1

)
Nk

⎞⎟⎟⎠ � (36)

Equations (35) and (36) combined with Assumption 7 imply that 1
K

∑K

k=1 E(RFE
k ) and

1
K

∑K

k=1 E(FSE
k ) converge towards finite limits when K → +∞. Then, one can use a rea-
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soning similar to that used to prove (26) to show that

β̂E
FE

p−→
lim

K→+∞
1
K

K∑
k=1

E
(
RFE

k

)
lim

K→+∞
1
K

K∑
k=1

E
(
FSE

k

) � (37)

The result follows from plugging (35) and (36) into (37). Q.E.D.

PROOF OF THEOREM 3.3: Proof of (a).
The organization of the proof is as follows. We use the variance decomposition formula

KV (�̂) = E
(
KV

(
�̂ | (Dk�Rk)1≤k≤K

)) +KV
(
E

(
�̂ | (Dk�Rk)1≤k≤K

))
� (38)

and then compute the limsup of the first term on the right-hand side, before showing that
the second term is equal to 0.

Let F̂S = 1
K

∑K

k=1
Nk

N

Sk−1
Lk−1 :

KV
(
�̂ | (Dk�Rk)1≤k≤K

)
= K

F̂S
2V

(
1
K

K∑
k=1

Nk

N

(
1

Lk − 1

∑
i:Zik=1

wik

(
Yik(0)+ τDik(1)

)

− 1
Nk −Lk

∑
i:Zik=0

Yik(0)
) ∣∣∣ (Dk�Rk)1≤k≤K

)

= K

F̂S
2V

(
1
K

K∑
k=1

Nk

N

(
1

Lk − 1

∑
i:Zik=1

wikYik(0)

− 1
Nk −Lk

∑
i:Zik=0

Yik(0)
) ∣∣∣ (Dk�Rk)1≤k≤K

)

= 1

F̂S
2

1
K

K∑
k=1

N2
k

N
2

(
1

(Lk − 1)2

∑
i:Zik=1

w2
ikV

(
Yik(0) | (Dk�Rk)1≤k≤K

)
+ 1

(Nk −Lk)
2

∑
i:Zik=0

V
(
Yik(0) | (Dk�Rk)1≤k≤K

))

= σ2
Y(0)

F̂S
2

1
K

K∑
k=1

N2
k

N
2

(
1

(Lk − 1)2

∑
i:Zik=1

w2
ik + 1

Nk −Lk

)

≤ σ2
Y(0)

F̂S
2

1
K

K∑
k=1

N2
k

N
2

(
1

Lk − 1
+ 1

Nk −Lk

)
� (39)

The first equality follows from the fact that F̂S is a function of (Dk�Rk)1≤k≤K , and from
point (d) of Assumption 5. The second equality follows from the fact that conditional on
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(Dk�Rk)1≤k≤K , 1
K

∑K

k=1
Nk

N

1
Lk−1

∑
i:Zik=1 wikDik(1)τ is a constant. The third equality follows

from point (a) of Assumption 5. The fourth equality follows from point (b) of Assump-
tion 5. The inequality follows from the fact that 0 ≤ wik ≤ 1 implies 0 ≤ w2

ik ≤ wik, and∑
i:Zik=1 wik =Lk − 1.
Assumption 3 and point (b) of Assumption 4 guarantee that for all k,

N2
k

N
2

(
1

Lk − 1
+ 1

Nk −Lk

)
≤ 2

(
N+

3

)2

� (40)

Moreover, by point (a) of Assumption 4, these random variables are independent, so it
follows from Gut (1992) that

1
K

K∑
k=1

N2
k

N
2

(
1

Lk − 1
+ 1

Nk −Lk

−E

(
1

Lk − 1
+ 1

Nk −Lk

))
p−→ 0�

Using a reasoning similar to that used in the proof of Lemma A.1, one can show that

E

(
1

Lk − 1
+ 1

Nk −Lk

)
= Tk

Nk

(
1

Sk − 1
+ 1

Tk − Sk

)
= T0

N0

(
1

S0 − 1
+ 1

T0 − S0

)
�

where the second equality follows from point (e) of Assumption 5. Combining the two
preceding displays,

1
K

K∑
k=1

N2
k

N
2

(
1

Lk − 1
+ 1

Nk −Lk

)
p−→ T0

N0

(
1

S0 − 1
+ 1

T0 − S0

)
� (41)

Similarly, one can show that

1
K

K∑
k=1

Nk

N

Sk − 1
Lk − 1

p−→ T0

N0
� (42)

Then, it follows from (41), (42), and the continuous mapping theorem that

σ2
Y(0)

F̂S
2

1
K

K∑
k=1

N2
k

N
2

(
1

Lk − 1
+ 1

Nk −Lk

)
p−→ σ2

Y(0)

1
S0 − 1

+ 1
T0 − S0

T0

N0

� (43)

Finally, Assumption 3 and point (b) of Assumption 4 imply that F̂S ≥ 1
N+−2 . Combined

with (40), this implies that
σ2
Y(0)

F̂S2
1
K

∑K

k=1
N2
k

N
2 (

1
Lk−1 + 1

Nk−Lk
) is bounded. Then, it follows from

Equation (43) and Theorem 2.20 in Van der Vaart (2000) that

lim
K→+∞

E

(
σ2

Y(0)

F̂S
2

1
K

K∑
k=1

N2
k

N
2

(
1

Lk − 1
+ 1

Nk −Lk

))
= σ2

Y(0)

1
S0 − 1

+ 1
T0 − S0

T0

N0

� (44)
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Combined with Equation (39), Equation (44) implies that

lim sup
K→+∞

E
(
KV

(
�̂ | (Dk�Rk)1≤k≤K

)) ≤ σ2
Y(0)

1
S0 − 1

+ 1
T0 − S0

T0

N0

� (45)

Then,

V
(
E

(
�̂ | (Dk�Rk)1≤k≤K

))
= V

(
1

F̂S
E

(
1
K

K∑
k=1

Nk

N

(
1

Lk − 1

∑
i:Zik=1

wik

(
Yik(0)+ τDik(1)

)

− 1
Nk −Lk

∑
i:Zik=0

Yik(0)
) ∣∣∣ (Dk�Rk)1≤k≤K

))

= V

(
τ + 1

F̂S

1
K

K∑
k=1

Nk

N

(
1

Lk − 1

∑
i:Zik=1

wikE
(
Yik(0) | (Dk�Rk)1≤k≤K

)

− 1
Nk −Lk

∑
i:Zik=0

E
(
Yik(0) | (Dk�Rk)1≤k≤K

)))

= V

(
1

F̂S

1
K

K∑
k=1

Nk

N
μk

(
1

Lk − 1

∑
i:Zik=1

wik − 1
))

= 0� (46)

The first equality follows from the fact that F̂S is a function of (Dk�Rk)1≤k≤K , and from
point (d) of Assumption 5. The second equality follows from 1

K

∑K

k=1
Nk

N

1
Lk−1

∑
i:Zik=1 wik ×

Dik(1)= F̂S. The third equality follows from point (c) of Assumption 5. The last equality
follows from

∑
i:Zik=1 wik = Lk − 1.

Finally, the result follows from Equations (38), (45), and (46).
Proof of (b).
The proof is fairly similar to that of Point (a), so we just sketch it.

Let F̂SI = 1
K

∑K

k=1(

∑
i:Z′

ik
=1 Dik(1)

S0
− S0−∑

i:Z′
ik

=1 Dik(1)

N0−S0
). One can show that under points (a),

(b), (d), and (e) of Assumption 5,

KV
(
β̂I

PS | (Dk�Rk)1≤k≤K

) =
σ2

Y(0)

(
1
S0

+ 1
N0 − S0

)
F̂S

2
I

� (47)

Then, for every k,

E

( ∑
i:Z′

ik
=1

Dik(1)
)

= E

(
N0∑
i=1

1{Rik ≤ S0}Dik(1)

)
= E

(
N0∑
i=1

Dik(1)
S0

N0

)
= S0T0

N0
�
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The second equality follows from the law of iterated expectations, Assumption 2, and
from point (e) of Assumption 5. The third follows from point (e) of Assumption 5.

It follows from the previous display that for every k,

E

⎛⎜⎜⎜⎝
∑

i:Z′
ik

=1

Dik(1)

S0
−

S0 −
∑

i:Z′
ik

=1

Dik(1)

N0 − S0

⎞⎟⎟⎟⎠ = T0

N0
−

S0 − S0
T0

N0

N0 − S0
= T0 − S0

N0 − S0
� (48)

Combining Equations (47) and (48), one can then show that

KV
(
β̂I

PS | (Dk�Rk)1≤k≤K

) p−→
σ2

Y(0)

(
1
S0

+ 1
N0 − S0

)
(
T0 − S0

N0 − S0

)2 � (49)

Finally, F̂SI >
S0−(N0−T0)

S0
− N0−T0

N0−S0
, which is stricly positive under point (f) of Assumption 5.

Together with Equation (47) and Assumption 3, this implies that KV (β̂I
PS | (Dk�Rk)1≤k≤K)

is bounded, so Equation (49) implies that

lim
K→+∞

E
(
KV

(
β̂I

PS | (Dk�Rk)1≤k≤K

)) =
σ2

Y(0)

(
1
S0

+ 1
N0 − S0

)
(
T0 − S0

N0 − S0

)2 � (50)

Then, one can follow the steps used to prove Equation (46) to show that

V
(
E

(
β̂I

PS | (Dk�Rk)1≤k≤K

)) = 0� (51)

Finally, the result follows from the variance decomposition formula and Equations (50)
and (51).

Proof of the Sufficient Condition for lim supK→+∞ V (
√
K(�̂− �K)) ≤ limK→+∞ V (

√
K ×

(β̂I
PS −�K)).
One has 0 < T0−S0

N0−S0
≤ T0

N0
, so

1
S0 − 1

+ 1
T0 − S0

T0

N0

≤
1

S0 − 1
+ 1

T0 − S0

T0 − S0

N0 − S0

�

Then,

1
S0 − 1

+ 1
T0 − S0

T0 − S0

N0 − S0

≤
1
S0

+ 1
N0 − S0(

T0 − S0

N0 − S0

)2

⇔ T0 − S0

N0 − S0

1
S0 − 1

+ 1
N0 − S0

≤ 1
S0

+ 1
N0 − S0

⇔ T0 − S0

N0 − S0
≤ 1 − 1

S0
�
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The result follows from the two preceding displays, and using again the fact that T0−S0
N0−S0

≤
T0
N0

. Q.E.D.

S5. PROOFS OF THE RESULTS IN THE SUPPLEMENTAL MATERIAL

PROOF OF THEOREM S2.1: Proof of Point 1.
One has

√
K

(
β̂E

FE −βE
FE�K

) = √
K

⎛⎜⎜⎜⎜⎜⎝
1
K

K∑
k=1

RFE
k

1
K

K∑
k=1

FSE
k

−

1
K

K∑
k=1

E
(
RFE

k

)
1
K

K∑
k=1

E
(
FSE

k

)
⎞⎟⎟⎟⎟⎟⎠ �

so the proof follows from the same arguments as that of Theorem 3.1.
Proof of Point 2.
Using the same reasoning as in the proof of Theorem 3.1, one can show that

√
K

(
�̂− β̂E

FE − (
�K −βE

FE�K

))
= FS

E

(
1
K

K∑
k=1

FSk

)√
K

(
1
K

K∑
k=1

(
Λk −E(Λk)

))

− FSE

E

(
1
K

K∑
k=1

FSE
k

)√
K

(
1
K

K∑
k=1

(
ΛE

k −E
(
ΛE

k

))) + oP(1)

= √
K

(
1
K

K∑
k=1

(
Λk −ΛE

k −E
(
Λk −ΛE

k

))) + oP(1)
d−→N

(
0�σ2

diff

)
�

Then, to prove that σ̂2
diff�+

p−→ σ2
diff�+ ≥ σ2

diff, one can use the same arguments as those used

to show that σ̂2
+

p−→ σ2
+ ≥ σ2 in the proof of Theorem 3.1. Q.E.D.
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