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TAIL RISK IN PRODUCTION NETWORKS
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This paper describes the response of the economy to large shocks in a nonlinear pro-
duction network. A sector’s tail centrality measures how a large negative shock transmits
to GDP, that is, the systemic risk of the sector. Tail centrality is theoretically and empir-
ically very different from local centrality measures such as sales share—in a benchmark
case, it is measured as a sector’s average downstream closeness to final production. It
also measures how large differences in sector productivity can generate cross-country
income differences. The paper also uses the results to analyze the determinants of to-
tal tail risk in the economy. Increases in interconnectedness can simultaneously reduce
the sensitivity of the economy to small shocks while increasing the sensitivity to large
shocks. Tail risk is related to conditional granularity, where some sectors become highly
influential following negative shocks.
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1. INTRODUCTION

Background. RECENT EXPERIENCE HAS DEMONSTRATED that dislocations to supply
chains can have significant effects on the economy both locally and internationally. Shocks
to both the supply of goods, such as semiconductors and natural gas, and also the ability
to transport them, for example, due to shutdowns at major ports and constraints on truck-
ing, have propagated through the global supply chain. Over a longer period, research has
found that large movements in GDP occur more frequently than predicted by the normal
distribution (e.g., Acemoglu, Carvalho, Ozdaglar, and Tahbaz-Salehi (2012)), and a body
of work since Gabaix (2011) has developed suggesting how large shocks to influential sec-
tors or firms could cause such events.1 Additionally, extreme events in the data tend to be
negative, so that the distribution of GDP, in both levels and growth rates, is asymmetrical.2

An analysis of large shocks is interesting primarily in a nonlinear setting. In a purely lin-
ear model, one immediately knows how the economy responds to large shocks by simply
observing its behavior when shocks are small. But when the economy is nonlinear the task
of understanding the effects of large shocks becomes much harder—the sectors that are
important in normal times need not be the ones that are important in extreme situations.
There are some highly specialized cases where nonlinear models can be solved analyt-
ically, but in general they are approximated via Taylor series (which need not actually
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converge), in which case even allowing for second-order terms can significantly reduce
tractability.3

Contribution. This paper asks how the structure of the economy determines the extent
to which different sectors create systemic risk. That is, when do large shocks to individual
sectors transmit through supply chains to the rest of the economy? And if we know some-
thing about that transmission, what does it tell us about the determinants of tail risk in
GDP? Relatedly, when can large cross-country differences in sectoral productivity explain
differences in income?

The paper’s core contribution is to answer those questions in the context of a general
network production model. It does so using a theoretical result that gives a closed-form
expression for the asymptotic response of GDP to any combination of shocks. That result
is first used to understand why large shocks in some sectors propagate and affect the full
economy while others may only have local effects. Second, when that result is combined
with a probability distribution for the shocks, it is possible to describe the tails of the
distribution of GDP. The insights gained from the analysis are significantly different from
those from local approximations. The analysis clarifies what factors make a firm or sector
systemically risky, and thus also what creates risk for the economy as a whole and which
sectors can generate large cross-country income differences.

Methods. In production networks, economic units produce outputs using as inputs
both labor and the products of other units. The various units interact, propagating and
potentially amplifying or attenuating shocks. Importantly, this paper’s model allows for
arbitrary elasticities of substitution across inputs in each sector.

Consider a vector of productivity shocks, with a direction and a magnitude. The di-
rection represents a scenario, some mixture of shocks, for example, a positive oil supply
shock, or a simultaneous positive oil shock and negative shock to semiconductors. Hold-
ing the mixture fixed, the paper asks what happens when the size of the shocks is scaled
up. The paper’s theoretical tool is a result that shows that for large shocks, GDP and sec-
tor prices, and output all converge to linear asymptotes. The analysis can be thought of as
giving a first-order asymptotic, as opposed to the local, description of the economy.4

When combined with an assumption about the distribution of the shocks, the asymp-
totes also determine the probability of large movements in GDP.

Results. The paper’s first application of the limiting approximation is to study what
determines whether a large negative shock to a given sector has only local effects or prop-
agates through the economy to GDP. First, consistent with Baqaee and Farhi (2019), it
shows that complementarity is key to propagation. A novel finding, though, is that the
asymptotic effect does not depend on the precise value of the elasticity of substitution.
In the tail, negative shocks propagate through nodes where the elasticity is below 1 and
are stopped by nodes where the elasticity is above 1—the distance of the elasticity above
or below 1 does not appear. That does not mean the precise elasticity does not actually
matter, but rather illustrates that for understanding first-order effects in the tail the sign
relative to 1 is all we need to know.

3Jones (2011) and Dew-Becker and Vedolin (2023) study closed-form solutions to nonlinear models (round-
about economies). For a second-order approximation, see, notably, Baqaee and Farhi (2019), for an insightful
analysis that simultaneously illustrates the complexity of analyzing a quadratic approximation. See also den
Haan and de Wind (2009) for a discussion of the convergence of Taylor series in economic models.

4And there are actually no higher-order terms in the Taylor series at infinity.
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Similarly, the analysis shows that it is the topology of the production network, rather
than its geometry—the existence of intersectoral linkages, rather than their intensity—
that determines propagation. The importance of a sector depends on how much of GDP
is downstream of it. Unlike in a local approximation, the intensity of the use of its output
by downstream sectors is (again, to the first order) irrelevant. Another way to put it: the
size of a sector in good times does not determine its importance in extreme situations.
A sector can be simultaneously small and also systemically important—utilities being the
canonical example.

Putting the results on complementarity and downstream propagation together, we can
describe how interconnectedness affects tail risk. When a new link is added to the pro-
duction network whereby a sector has a new input that substitutes for others, that makes
the network more robust, while when a new input is added that is a complement, the
network becomes more fragile. That fragility can arise even when the new input simul-
taneously reduces sensitivity to small shocks. That is, the economy can simultaneously
become more diversified locally and also face an increased risk of crashes.5 As a recent
practical example, consider the case of semiconductors. The rise of computer technology
has been massively beneficial to the economy, but at the same time it has made essentially
every sector sensitive to the supply of semiconductors, making that sector surprisingly
influential following a recent negative shock.

Using input–output data for the US, the paper gives a first-pass empirical estimate of
tail centrality—the effect on GDP of a large shock to each sector. The basic finding is
that tail centrality and sales shares—which measure local centrality—are only about 60%
correlated, with numerous sectors with small sales shares having large tail centralities,
while many sectors with large sales shares have small tail centralities. The sectors with
the highest tail centrality include electricity, trucking, oil, and legal services, with the last
being a particularly interesting gut-check, so to speak, to help see the full extent of the
model’s predictions.

The paper also shows that these tail centralities measure the ability of large productivity
differences to explain cross-country income differences. It is precisely the upstream sec-
tors that produce inputs for the entire economy that are most likely to act as bottlenecks.6

Finally, but no less importantly, the paper uses the asymptotic expressions for the re-
sponse of GDP to show how the structure of the economy interacts with the distribution
of the shocks to determine the distribution of extreme realizations of GDP.

That analysis first provides comparative statics showing what factors create and exac-
erbate asymmetry in the distribution of GDP growth: increases in complementarity and
in connections running through complementary sectors both create left-tail risk. As an
example, for the case of i.i.d. exponential shocks (as in Acemoglu, Ozdaglar, and Tahbaz-
Salehi (2017)), tail risk is determined the largest Domar weight (sales share) that any
sector can attain for any combination of shocks, rather than just the largest steady-state
Domar weight.

The novel idea consistently underlying this paper’s results is that what really matters
for tail risk is the relative size of the sectors in extreme scenarios. Tails are driven not
by granularity at steady state, but rather by conditional granularity. In the exponential
example, what determines tail risk is not whether there is granularity on average, but
whether there can ever be granularity—whether a single sector can become pivotal if
shocks are large enough.

5See Acemoglu and Azar (2020) for related work on changes in interconnectedness in production networks.
6For related work on cross-country income differences and weak links in production networks, see Ciccone

(2002), Jones (2011), Liu (2019), and Acemoglu and Azar (2020).
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For example, take electricity and restaurants. In normal times, those sectors are of sim-
ilar size, which in a linear approximation would imply that they have similar effects on
GDP. But one lesson of Covid was that shutting down restaurants is not catastrophic for
GDP,7 whereas one might expect that a significant reduction in available electricity would
have strongly negative effects—and that those effects would be convex in the size of the
decline in available power. Electricity is systemically important not because it is important
in good times, but because it would be important in bad times. And the paper’s analysis
shows how to quantify precisely how important.

As noted above, the paper’s analysis is based on limits for large shocks. While the re-
sults are always useful for understanding the qualitative determinants of tail risk, their
quantitative accuracy depends on how large the shocks (or cross-country productivity dif-
ferences) actually are. Section 6 analyzes how large the shocks need to be for the limits to
be quantitatively accurate and compares the magnitude to shocks observed empirically.

Additional Related Literature. The paper’s framework builds most directly on the lit-
erature on production networks, going back to Long and Plosser (1983).8 The closest link
is to Baqaee and Farhi (2019), who study higher moments of output in the same nonlin-
ear framework, but studying an explicitly local approximation, which necessarily does not
speak specifically to large deviations as it has infinitely large errors in the tails. There are
also a number of recent papers on the propagation of shocks and distortions in production
networks, both empirical and theoretical.9 A contribution of this paper is to potentially
give a way for work in those areas to get analytic approximations where they were previ-
ously unavailable.

A focus of the analysis is how the network effectively changes as shocks change.
Taschereau-Dumouchel (2021) formally studies an endogenous production network and
its effects on the distribution of GDP. There is also a related literature in international
trade on endogenous value chains (e.g., Alfaro, Chor, Antras, and Conconi (2019)).

The paper’s analysis applies to supply shocks to different sectors. There is also work on
demand shocks, for which propagation runs upstream through the network, rather than
downstream (see the discussion in Carvalho and Tahbaz-Salehi (2019)).

Some of this paper’s specific results are related to past work on networks and ex-
treme value theory, and that work is discussed when those results are discussed (e.g.,
Section 5.1.2).

Outline. The remainder of the paper is organized as follows. Section 2 describes the
basic structure of the economy and the main result on approximating output in terms of
the exogenous shocks is presented in Section 3. Sections 4 and 5 analyze the drivers of the
tail centrality of individual sectors along with examples and extensions, while Section 6
presents results on the determinants of the quantitative accuracy of the approximation.

7Consumer spending on food services and accommodations fell by 40%, or $403 billion between 2019Q4
and 2020Q2. Spending at movie theaters fell by 99%.

8That literature is large and work has studied features of networks, for example, what makes a particular
sector or firm central and what determines the behavior of GDP. For recent representative work, in addition to
other work discussed, see Liu and Tsyvinski (2021), vom Lehn and Winberry (2021), La’O and Tahbaz-Salehi
(2021), and Bigio and La’o (2020).

9Liu (2019), Bigio and La’o (2020), and Boehm and Oberfield (2020) study the propagation of distortions in
production networks. Costello (2020) and Alfaro, García-Santana, and Moral-Benito (2021) study the propa-
gation of credit supply shocks. Gofman, Segal, and Wu (2020) study the propagation of technology shocks and
their effects on firm risk.
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Section 7 examines tail centrality in the data. Finally, Section 8 presents results on the
probability of extreme realizations of GDP and Section 9 concludes.

2. STRUCTURE OF THE ECONOMY

The model is static and frictionless and takes the form of a nested CES production
network as studied in Baqaee and Farhi (2019). There are N production units each pro-
ducing a distinct good. A unit might represent a sector, a firm, or even just part of a sector
or firm, though the paper will refer to them as “sectors” as a standard shorthand. Each
unit has a CES production function of the form

Yi = ζZiL
1−α
i

(∑
j

A
1/σi
i�j X

(σi−1)/σi
i�j

)ασi/(σi−1)

� (1)

where ζ is a normalizing constant, Yi is unit i’s output, Zi its productivity, Li its use of
labor, and Xi�j its use of good j as an input (throughout the paper, summations without
ranges are taken over 1� � � � �N).10 The parameters Ai�j , normalized such that

∑
j Ai�j = 1,

determine the relative importance of different inputs. If Ai�j = 0, unit i does not use
good j.

0 < 1 − α ≤ 1 represents the labor’s share of income. It is easy to relax the model to
allow that to vary across sectors (as it does empirically). In that case, α is replaced every-
where with αi.
σi is the elasticity of substitution across material inputs for unit i. When σi → 1, the pro-

duction function becomes Cobb–Douglas (with the Ai�j becoming the exponents). Though
the main analysis assumes a CES specification for simplicity, Supplemental Appendix D.2
(Dew-Becker (2023)) shows that the results also hold under much more general condi-
tions.

As discussed in Baqaee and Farhi (2019), this structure captures arbitrary substitution
patterns through nesting of the production functions. For example, if a real-world industry
has some inputs that are substitutes and some that are complements, that would be mod-
eled here as two production functions whose outputs are then combined to produce the
real-world industry’s output. Section 5.2 gives another example in which substitutability
can be modeled as a property of a good instead of a production function, and Supple-
mental Appendix D.2.1 discusses a more general setup from Chodorow-Reich, Gabaix,
and Koijen (2022).11

Last, there is representative consumer whose utility over consumption of the different
goods is

U (C1� � � � �CN) =
∏
i

C
βi
i � (2)

10ζ = (1 − α)−(1−α)α−α. The fact that labor in (1) has a unit elasticity of substitution with material inputs is
without loss of generality—one can always specify an additional unit that converts labor into labor services,
which are then combined with other inputs with a nonunitary elasticity (this requires allowing α to vary across
sectors, and the labor services sector has αi = 0).

11An example of a model in which the paper’s results do not hold is one where some input cannot be
reallocated across sectors and it has an elasticity of substitution with material inputs smaller than 1 (such a
model does not in general have a solution for all levels of productivity).
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where
∑

j βj = 1 and we define a vector β = [β1� � � � �βN]′. The unitary elasticity of sub-
stitution in consumption focuses the analysis on nonlinearity in production, rather than
final demand, but it is without loss of generality.12

The representative agent purchases Ci units of good i with wages and inelastically sup-
plies a single unit of labor so that

∑
i Li = 1.

Throughout the paper, lower-case letters denote logs, for example, zi = logZi. I also
normalize productivity such that zi = 0 represents, informally, the steady-state or average
value.

For the main results, I assume labor can be frictionlessly reallocated across sectors. The
limits go through identically with fixed labor (Supplemental Appendix C.1), and allowing
for an upward sloping aggregate labor supply curve is also straightforward.

Since the economy is frictionless, it can be solved either competitively or from the per-
spective of a social planner.

DEFINITION: A competitive equilibrium is a set of prices, {Pi}∪W , and quantities, {Yi},
{Xi�j}, {Ci�j}, and {Li}, such that each unit i maximizes its profits, PiYi −W Li − ∑

j PjXi�j ,
the representative consumer maximizes utility, producers and the consumer take prices
as given, and markets clear: Yi = Ci + ∑

j Xj�i.

Because there is no government spending or investment, GDP is equal to aggregate
consumption. I denote log GDP by gdp.

The model does not in general have a closed-form solution.

2.1. Cost Minimization

Normalizing the wage to 1, marginal cost pricing along with cost minimization implies
that good i’s log price satisfies

pi = −zi + α

1 − σi

log

(
N∑
j=1

Aij exp
(
(1 − σi)pj

))
� (3)

We have the usual result that shocks propagate downstream: each sector’s price de-
pends on its own productivity and the prices of its inputs. In the special case where
σi = 1, the recursion is linear and solvable by hand. Stacking the prices and produc-
tivities into vectors, p = −(I − αA)−1z, where A is a matrix collecting the Ai�j coeffi-
cients.

Equation (3) implies prices do not depend on demand, a “no-substitution” type result.13

With the wage normalized to 1, nominal income and GDP are constant, meaning that real
GDP is just the inverse of the price of the consumption good, so that the equilibrium is
fully characterized by the solution to (3).

12One can always add a sector with a nonunitary elasticity of substitution that produces a single final good,
with β = 1 for that sector and equal to zero for all other sectors. Technically, this violates the restriction of
αi < 1, but the results still go through. αi < 1 is a sufficient but not necessary condition—we just need to have
that the equilibrium conditions (equation (3) below) are a contraction.

13Georgescu-Roegen (1966) and Samuelson (1951). More recently, see Acemoglu and Azar (2020), Flynn,
Patterson, and Sturm (2022), and Baqaee and Farhi (2020).
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Given a solution for the vector p (as a function of z), utility maximization for the con-
sumer (and the normalization of nominal GDP to 1) implies that real GDP is

gdp = −β′p (4)

showing how the recursion for prices combined with preferences determines gdp.
In the linear case, the analysis is straightforward. For σi �= 1, the price recursion is non-

linear and has no general closed-form solution. If one just wants a quantitative model, it
is easy to get a numerical solution even for large N . But for the purposes of characterizing
the behavior of the economy theoretically and understanding the forces determining the
importance of different sectors and shocks, being able to analyze the model by hand is
useful. Even a second-order approximation, though, can become difficult to work with,
not only due to the number of terms (quadratic in N), but also due to the fact that the
precise values of all the parameters of the model appear.

3. LARGE SHOCK BEHAVIOR

Any vector of log productivities has a polar representation,

z = θt� (5)

where θ ∈ R
N , such that θ′θ = 1 is a unit vector representing a direction in productivity

space and t ≥ 0 is a scalar determining magnitude. As examples, θ = [� � � �0�1�0� � � �] rep-
resents a positive shock to a single sector, while θ = [1�1� � � �]/

√
N represents a common

shock to all sectors. Since t is nonnegative, a negative shock to a single sector, rather than
being represented by negative t, is represented by θ = [� � � �0�−1�0� � � �]. That distinction
will matter.

3.1. The Large Shock Limit

LEMMA 1: For each i, there exist unique, continuous, scalar-valued functions μi(θ) and
φi(θ) such that

lim
t→∞

pi(θt) − (
μi(θ) +φi(θ)t

) = 0� (6)

where

φi(θ) = −θi + αi

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

max
j∈Si

φj(θ) if σi < 1�∑
j

Ai�jφj(θ) if σi = 1�

min
j∈Si

φj(θ) if σi > 1

(7)

and Si ≡{j :Ai�j > 0} is the set of inputs used by sector i.

While the recursion for prices (3) is not solvable in closed form, it has a remarkably sim-
ple limit as the shocks grow in magnitude. For σi < 1, it involves a maximum upstream,
while for σi > 1 a minimum. The result immediately shows how complementarity and
substitutability affect shock propagation: negative productivity shocks propagate down-
stream through parts of the production process that are complementary (σi < 1), while
positive productivity shocks propagate through parts that are substitutable (σi > 1).

Since the recursion involves a max/min, it can be interpreted as saying that as t → ∞,
every sector’s behavior ends up driven by a single one of its inputs (ignoring the knife-edge
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FIGURE 1.—Network examples. Notes: The nodes represent sectors and arrows flows of goods. The black
and gray nodes and black arrows represent a hypothetical tail network following a shock to the solid black
sector (with the shading becoming lighter with distance). All sectors use their own output as an input. For
panels (a)–(c), all elasticities are assumed to be less than 1. For panel (d), the two center nodes have elasticities
as noted, and the others again have σ < 1. White nodes are asymptotically unaffected by the shock.

case of σi = 1). In other words, for a given combination of shocks θ, as t → ∞, there is a
tail network, which depends on θ, and in which each sector has just a single upstream link.

To illustrate that, Figure 1 displays four hypothetical networks assuming σi < 1 ∀i. Each
example illustrates the transmission of a shock to the black node. Arrows represent flows
of goods—there is an arrow from i to j if Aj�i > 0. The solid black arrows show how a large
negative shock to the black sector propagates—they represent the tail network. Again,
shocks propagate downstream. In the top-left panel, for example, the top node is shocked,
and the bottom two are directly affected. The other panels plot richer networks (panels (c)
and (d) are discussed further below). The shading of the other nodes shows how strongly
they are affected by the shock, with the lightest grays being furthest downstream and,
therefore, least affected, with white unaffected.

Since the elasticities are negative in Figure 1, it is negative shocks that propagate. If the
black nodes received large positive shocks, they would eventually have no marginal impact
on the other sectors.

The source of the result in (7) is that in the limit as t → ∞, each sector’s expenditure
shares on inputs that are ultimately driven to 0 or 1, depending on the elasticity and the
shock. An elasticity of substitution less than 1 means that when an input’s price rises, its
share of expenditures rises (all else equal), an elasticity above 1 means that the share falls,
and σi = 1 is the knife-edge case with constant expenditure shares.14

14Mathematically, the result comes from the log-sum-exponential that appears in the recursion. Using pi ∼
φit asymptotically,

φi ∼ −θi + α

1 − σi

1
t

log

(
N∑
j=1

Aij exp(φj)(1−σi)t

)
� (8)
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There is also a simple recursion for μ(θ), which depends on A and σ , but for this
paper’s analysis it will be unimportant (see Appendix A.1). Similarly, sector output follows
yi → μy�i − φit for a constant μy�i (see Supplemental Appendix C.1), but the remainder
of the paper focuses on aggregate output.

Note that the asymptotics here are entirely in terms of the size of the shocks, via the
term t. The structure of the economy, including the number of sectors and their relation-
ship, is held fixed. In addition, there is nothing stochastic about the limit—it is describing
the economy for given levels of productivity, not saying anything about probability distri-
butions.

3.2. The Behavior of GDP

Using the fact that gdp = −β′p, we immediately have the paper’s main theoretical tool
for calculating the effects of large shocks.

THEOREM 1: Under the conditions of Lemma 1,

lim
t→∞

gdp(θt) − (−β′μ(θ) + λ(θ)t
) = 0� (9)

where λ(θ) ≡ −β′φ(θ) (10)

and μ(θ) and φ(θ) are stacked (vector-valued) versions of μi and φi.

Theorem 1 simply says that, in all directions in productivity space, gdp eventually con-
verges to a linear asymptote with slope λ(θ) ≡ −β′φ(θ).

The panels of Figure 2 plot various approximations for log GDP for some arbitrary
value of θ, with t varying along the x-axis. The negative side of the axis formally corre-

FIGURE 2.—Linear, quadratic, and tail approximations. Notes: The x-axis is log productivity and the y-axis
log aggregate output. The x-axis may represent productivity in a single sector, or it could be the scale of a
shock that affects productivity in multiple sectors. The concavity in GDP in this example is consistent with an
economy featuring complementarities.

As t → ∞, the exponent (1 −σi)t goes to ±∞, and the log-sum-exp converges to a max or min, except for the
case σi = 1, where t drops out.
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sponds to reversing the sign of θ, that is, t runs from 0 to ∞ on each side and θ is replaced
with −θ on the left.

When σi = 1 for all i, the model is fully linear with λ(θ) = β′(I − αA)−1θ; otherwise
it is nonlinear. The nonlinearity can be locally captured by a Taylor series, as is shown in
the left-hand panel. The right-hand panel plots the approximation implied by Theorem 1.
As t grows both to the left and right, log GDP approaches the two straight lines, with
λ(θ) �= −λ(−θ). That difference is how the tail approximation captures nonlinearity.

Figure 2 intentionally does not include a scale on the x-axis. The general shape of the
lines is a robust feature of the model, but the scale at which the nonlinearity appears is
parameter dependent. Section 6 examines the determinants of the rate of convergence
to the asymptotes in detail. That said, the main reason to use the tail approximation in-
stead of a higher-order Taylor series or numerical solution is its tractability, parameter
invariance, and the fact that it is formally describing first-order asymptotic behavior.

At an abstract level, a model is a mapping from shocks to outcomes. Theorem 1 is
describing one characteristic of that mapping, which is that it has linear asymptotes in all
directions.

3.2.1. Invariance

A significant feature of the results so far is that the asymptotic behavior of the economy
is invariant to the specific values of the production parameters. The values of the φi’s,
and hence the limits for prices, do not depend on the exact values of any σi or Ai�j . All
that matters is whether the elasticities are above or below 1 and whether the production
weights are greater than zero. In the example in Figure 2, changing the exact values of the
production parameters (away from σi = 1 or Ai�j = 0) changes μ(θ), and hence the levels
of the asymptotes, and it can change the curvature of GDP with respect to productivity,
but the slopes of the asymptotes are unaffected.

A production system can be thought of as a weighted directed network, where the edges
represent use of a good by a sector, and their weights correspond to the importance of
the good in production, measured by the Ai�j . But here the exact values of the Ai�j play no
role. In that sense, the result says that what matters in the tail is the topology of the
network—the set of edges or links between sectors—rather than the geometry—their
weights or usage intensity.

So, when thinking about the supply-chain risks associated with large shocks, what is
important is not how large a given supplier is on average, but rather how many sectors it
supplies (the link to out-degree is formalized below). Unlike the usual analysis for small
shocks or a Cobb–Douglas economy, this result implies that for large shocks, the economy
is analyzed as an unweighted network. The second-order Taylor series in Figure 2, on the
other hand, depends on the precise value of every parameter of the model.

4. SECTOR TAIL CENTRALITY

This section studies how large shocks to individual sectors affect the GDP.

DEFINITION: The left-tail centrality and tail elasticity of unit i are, respectively,

γL
i ≡ lim

�zi→−∞
�gdp
�zi

� (11)

δL
i ≡ lim

�zi→−∞
�gdp
�yi

� (12)
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where � denotes a deviation from steady state (zi = 0 ∀i). Right centralities and elastici-
ties are the same but for �zi → +∞.

The usual local approximation takes �zi → 0; here, we study �zi → ±∞.
Which is preferred between the tail centrality and elasticity and centrality depends on

context. γL
i is more fundamental theoretically—mapping between exogenous shocks and

gdp—and it is more closely related to the Domar weights studied in past work, so the
theoretical results focus on it somewhat more. �gdp/�yi, on the other hand, involves ob-
jects more easily observable in the data and will turn out to be somewhat better behaved
empirically. Both will be discussed in what follows.

COROLLARY 1: Let ei denote a vector equal to 1 in element i and zero otherwise. Then in
the notation of Theorem 1,

γL
i = −λ(−ei)� (13)

γR
i = λ(ei)� (14)

4.1. Comparative Statics

Because of the simplicity of Theorem 1, it is straightforward to characterize how the
parameters of the model affect tail centralities.

Sector i has a direct downstream link to sector j if Aj�i > 0, and sector j is downstream
of sector i if there is a path via direct downstream links from i to j. Note that it is possible
for i and j to both be downstream of each other—the economy does not need to have a
strict hierarchy.

Complementarity magnifies negative shocks and attenuates positive shocks.

PROPOSITION 1: γL
i weakly increases and γR

i weakly decreases when σj transitions from
above to below 1 for any j downstream of i.

Intuitively, substitutability means it is possible to primarily use the outputs of relatively
productive sectors in production, while complementarity requires using all inputs, includ-
ing the weakest. Since productivity shocks propagate downstream, it is downstream elas-
ticities that matter.

Second, for similar reasons, interconnectedness in the network increases tail risk under
complementarity and reduces it under substitutability.

PROPOSITION 2: When the set of inputs used by sector i, Si, grows, in the sense that Si →
Si ∪ j for some j �⊂ Si, γL

k weakly increases and γR
k weakly decreases for all k if σi > 1 and

decreases if σi < 1.

One way to state that result makes it seem obvious: if the number of inputs needed to
produce output grows, then the supply chain is more fragile. On the other hand, if there
are more options for production, it becomes less fragile. Just like in the previous result,
σi < 1 is a situation whereas the sector effectively needs all of its inputs, while σi > 1 is a
situation where it can use just a single input.

There is a less obvious implication of this result, though: if a sector discovers an input
that strongly increases the marginal product of all of its other inputs, then production is
more delicate, with all left-tail centralities (weakly) rising. Obviously, such a discovery will
increase output, but it also will make output in the future sensitive to more shocks, since
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now shocks to the new input will matter, where they did not previously. Take electricity,
for example, obviously we are better off for having it, but at the same time the economy
is now sensitive to the risk of electricity being cut off.

Panels (b) and (c) of Figure 1 give an example of the effect of adding a link to the
network. When the top-left sector is shocked, adding a single link (the thick arrow) causes
the shock to now propagate to the entire network.

5. SPECIAL CASES, EXAMPLES, AND EXTENSIONS

5.1. Fully Complementary Production: Average Closeness

A number of papers, including Jones (2011), Baqaee and Farhi (2019), and Rubbo
(2020), study economies characterized by complementarity, with σi < 1 for all i.15

DEFINITION: A complementary economy is one in which σi < 1 for all i.

PROPOSITION 3: In the complementary economy,

δL
i =

n∑
j=1

βjα
dmin(j�i)� (15)

where dmin(j� i) is the length of the shortest downstream path from i to j.16 If, additionally,
Ai�i ∈ (0�1), then

γL
i = 1

1 − α

n∑
j=1

βjα
dmin(j�i)� (16)

In the complementary economy, the asymptotic effect of a shock to sector i on gdp is
proportional to the average downstream closeness, measured by αdmin(j�i) , of i to gdp. Since
dmin(j� i) is the shortest path from i to j and α < 1, αdmin(j�i) measures how close i and j
are.17 If more of gdp is downstream of, and close to, i, then its shocks are asymptotically
more influential. The 1/(1 − α) term in γL

i is the asymptotic effect of zi on yi.
Proposition 3 answers the question of what types of units create systemic risk under

complementarity: those that are direct suppliers to producers of a large fraction of GDP
(and that do not have substitutes). That also implies that tail centralities increase when
the economy is more connected.

More generally, all of the following will increase δL
i and γL

i :
1. An increase in the number of units downstream of i or an increase in their share of

GDP.
2. A decrease in the number of steps between unit i and the units downstream of it.
3. An increase in the share of expenditures on material inputs, α.

15See also evidence in Atalay (2017) and Atalay, Drautzburg, and Wang (2018), among others.
16That is, if i �= j and Ai�j > 0, dmin(j� i) = 1. If Ai�j = 0, but there exists a k such that Ai�k > 0 and Ak�j > 0,

then dmin(i� j) = 2, etc.
The assumption that Ai�i ∈ (0�1) ensures that the shocked sector is directly downstream of itself, which

determines its φi .
17It is somewhat intriguing to note that the matrix formed by αdmin (j�i) can be obtained as a power series, like

the Leontief inverse one gets in the Cobb–Douglas case, but under an alternative algebra. See Butkovic (2010)
and Joswig and Schröter (2021).
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On the other side, δR
i = γR

i = βi ∀i. That is, positive shocks do not propagate, so their
only asymptotic effect is from their direct impact. When σi ≥ 1 ∀i, the results for γL

i and
γR
i are switched—right-tail centrality is equal to average downstream closeness to GDP

and left-tail centrality is simply βi (and the same holds for the tail elasticities).

5.1.1. The Tail Network and Conditional Granularity

In a complementary economy, it is possible to give a fuller description of the tail net-
work that was discussed in Section 3.1. For any given vector of productivities z, there is
a vector of Domar weights, D, with dgdp/dz = D (which, by Hulten’s (1978) theorem,
are nominal sales shares). D measures the importance of each sector in a given state. In
steady-state (z = 0),

D′
ss ≡ β′(I − αA)−1� (17)

PROPOSITION 4: Conditional on the parameters of the model, as t → ∞, the Domar
weights converge to a finite number of possible limits (across the values of θ), denoted by
the set {Dk}. In a complementary economy,

λ(θ) = min
k

D′
kθ� (18)

It immediately follows that GDP is concave in that λ(θ) ≤ −λ(−θ).

In a linear model, where the production network is fixed, the Domar weights are con-
stant so that there is a single slope determining the response to any θ, λ(θ) = D′

ssθ. In
a nonlinear model, the Domar weights vary depending on productivity, but the proposi-
tion says that in the limit they only take on a finite set of values. That is, there are sets,
say �k, such that for all θ ∈ �k, the Domar weights always converge to the same Dk as
t → ∞. That fact follows from the recursion defining φ—for σi �= 1, every sector’s price
just depends on that of a single upstream input in the tail, and there are only a finite set
of possible upstream sectors.18 Each vector D′

k is of the form β′(I −αMk)−1, where Mk is
a matrix representing a particular tail network.19

In the language of graph theory, the tail network is a minimal spanning tree over the
sectors downstream of i, rooted at i, where a spanning tree connects all downstream nodes
back to i and it is minimal in that it uses the fewest possible links.20 Analysis of persuasion,
the influence of node i depends on the number of spanning trees rooted at i. Here, on the
other hand, all that matters is the minimal tree, again due to the choice of shortest paths
(i.e., the tail network).

Spanning trees appear elsewhere in economics including in the analysis of diversity
(Weitzman (1992) and Nehring and Puppe (2002)), price indexes (Hill (1999), Hill (2004),
and Diewert (2010)), game theory (Granot and Huberman (1981), and auctions (Sun and
Yang (2014)).

Finally, Proposition 4 immediately yields an alternative description of tail centrality.

18The minimization here is reminiscent of the worst-case network analysis in Jiang, Rigobon, and Rigobon
(2021).

19Proposition 4 also gives a way to visualize the tail approximation more richly in the complementary case:
it is the minimum of a set of hyperplanes (which is a convex polytope), with each hyperplane representing one
particular tail network, defined by Dk.

20In DeMarzo, Vayanos, and Zwiebel’s (2003)
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COROLLARY 2: In a complementary economy,

γL
i = max

k
Dk�i� (19)

That is, a sector’s left-tail centrality is measured by the largest value that its Domar
weight can take on for any feasible tail network structure. This is the paper’s first view of
the importance of conditional granularity. A sector need not be granular in steady state
to be able to significantly damage the economy. What matters is whether it can ever be
granular.

5.1.2. Relationship With Other Centrality Measures

The idea of measuring centrality via average closeness, as in Proposition 3, appears
elsewhere in the networks literature in the form of harmonic centrality, which is an un-
weighted average closeness.21 The concept of the efficiency of a network is then measured
by the average closeness between all pairs of nodes (Marchiori and Latora (2000) and
Crucitti, Latora, Marchiori, and Rapisarda (2003)). In the context of complementary pro-
duction, a network with greater efficiency then also has more tail risk (this is formalized
further in Section 8).

The difference between average closeness and the usual Bonacich (1987) centrality that
appears in a Cobb–Douglas economy (with σi = 1 ∀i) is that the latter measures centrality
by looking across every possible path through the network, while average closeness is
measured based only on shortest paths (see Carvalho and Tahbaz-Salehi (2019)).22

Intuitively, the result on closeness suggests that out-degree of a unit—the number of
units directly downstream of it—would be closely linked to tail centrality. Define weighted
out-degree to be

degi ≡
∑

j:i∈S(j)

βj (20)

degi measures what fraction of final consumption demand is accounted for by the sectors
directly downstream of i.

PROPOSITION 5: Under fully complementary production, left-tail centrality satisfies

1
1 − α

(βi + αdegi) ≤ γL
i ≤ 1

1 − α

(
βi + αdegi +α2(1 − degi)

)
� (21)

Weighted out-degree thus gives upper and lower bounds for tail centrality.23

21See Boldi and Vigna (2014) who justify it axiomatically, along with Rochat (2009) and Bloch, Jackson, and
Tebaldi (2021).

22These results also suggest that there might be a relationship with the concept of upstreamness studied
in Antràs and Chor (2013) and Antràs, Chor, Fally, and Hillberry (2012). However, the normalization here
is different. For those papers, a sector is fully downstream if it sells only to final users. Here, though, what
determines a sector’s centrality is not just the composition of its sales, but also the fraction of final users that it
sells to.

23Out-degree appears frequently in the networks literature, including recently Carvalho et al. (2021), Her-
skovic, Kelly, Lustig, and Van Nieuwerburgh (2020), Bernard, Moxnes, and Saito (2019), and Mossel, Sly, and
Tamuz (2015) among many others.
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5.1.3. Example: Fully Connected Economy

EXAMPLE 1: Consider a complementary economy in which every sector uses inputs
from itself and every other sector (i.e., Ai�j > 0 ∀i� j). Then

φi(θ) = −θi − α

1 − α
θmin� (22)

λ(θ) = β′θ+ α

1 − α
θmin� (23)

where θmin ≡ mini θi. The tail centrality of any sector i is γL
i = βi + α/(1 − α) and the tail

elasticity is δL
i = (1 − α)γL

i .

In the case of a fully connected production network, each sector’s sensitivity, φi(θ), is a
linear combination of its own productivity and that of the weakest sector, and GDP then
depends on both a linear combination of the θ’s and also their minimum. So even if, for
example, the economy is fully symmetric, with each good used in equal amounts so that
all sectors have identical Domar weights in steady state, the effect of a shock on GDP in
the tail depends additionally on the productivity of the weakest sector

Note again the invariance: the results in this example do not depend on the exact value
of most of the production parameters. A sector can be large or small on average, but if,
given θ, it has the minimal value of θi, it will have Domar weight βi +α/(1 −α) when the
scale of the shocks, t, is large.

This again illustrates the idea of conditional granularity. Even if no sector is granular
when shocks are small, as the shocks become large, the sector with the most negative
shock becomes granular in the sense that it becomes a uniquely important determinant
of GDP. It is thus possible for the economy to diversify, with the vector β having smaller
average values, while tail risk stays large, simply because in this economy a large negative
shock to any single sector has the power to significantly impact GDP. Tail centrality is thus
independent of diversification, the number of units, and steady-state Domar weights.

Panel (a) of Figure 1 represents the tail network for a version of this economy with
three sectors.

5.2. Extension: Allowing for Goods to Be Substitutes

In the description of the economy in equation (1), substitutability is a characteristic
of a sector. But it is also possible to treat substitutability as a characteristic of a good.
For example, for some goods i′ and i′′ to be substitutes, they can be combined into are
combined into a bundle i via the function

Yi =
(
X

(σi−1)/σi
i�i′ +X

(σi−1)/σi
i�i′′

)σi/(σi−1)
(24)

with σi > 1.24 If goods i′ and i′′ are used only in production of good i, that is, i′ and
i′′ are substitutes for each other and they never appear individually—then γL

i′ = γL
i′′ = 0,

regardless of any other elasticities or production weights. For example, it might be that
iron and steel are substitutes for each other in all uses (if imperfect ones), in which case

24Formally, this requires allowing for differential αi across the production functions in the baseline setup.
That is, a straightforward extension and again is allowable as long as the equilibrium conditions in (3) remain
a contraction.
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each individually has a left-tail centrality of zero.25 This is the formalization of the idea
described in the Introduction that what determines tail centrality is having a large fraction
of GDP downstream and having no close substitutes.

To generalize further, one could imagine a situation where good i′ is used both in a
bundle with i′′ and also separately on its own. Then, if σj < 1 ∀j �= i, we have a modified
version of Proposition 3. Define d−i

min(j� i′) to be the length of the shortest upstream path
from j to i′ that does not go through good i. Then

γL
i = 1

1 − α

n∑
j=1

βjα
d−i

min(j�i′)� (25)

That is, if a good has substitutes for some uses but not others, then its tail centrality is
calculated based on its closeness to final production only via paths where it cannot be
substituted. Panel (d) of Figure 1 gives an example of this situation.

5.3. Extension: The Neoclassical Growth Model

Jones (2011) embeds a simple production network in a neoclassical growth model and
shows how it can help explain income differences across countries. The analysis here can
easily be extended to fit into that same framework.

Suppose each sector’s productivity is fixed on all dates τ at some Zi�τ = Zi. To incorpo-
rate the neoclassical growth mechanism, we add capital so that the production function
on date τ is

Yi�τ = ζZi

(
Kη

i�τL
1−η
i�τ

)1−α
(∑

j

A
1/σi
i�j X

(σi−1)/σi
i�j�τ

)ασi/(σi−1)

� (26)

Supplemental Appendix D.1 then shows that after completing the model with standard
assumptions, we have the following.

PROPOSITION 6: Steady-state GDP per capita in the neoclassical growth model with sector
production functions (26) is

[(
β−1 − 1 + δ

)−1
η

]η/(1−η)
exp

( −1
1 −η

β′p
)
� (27)

where p solves (3) given Zi� (28)

That is, we have the same formula for GDP as in the baseline case except that −β′p
is now multiplied by the usual factor 1/(1 − η) for long-run responses in a neoclassical
growth model. That is, simply the textbook result that a decline in productivity feeds into
a reduction in investment, thus shrinking the capital stock and further reducing output.26

Theorem 1 and the examples and extensions discussed so far thus also have implications
for income differences across countries. The sectors with the largest tail centralities have

25Again, σi > 1 implies that if the price of good i′ rises, then expenditures on it fall relative to those on
i′′—if iron gets more expensive, then expenditures shift relatively toward steel (regardless of whether total
expenditures on iron and steel combined rise or fall).

26Jones (2011) emphasizes an additional multiplier on productivity coming through the use of intermediates.
That appears here as the term 1/(1 − α) appearing, for example, in equation (16).
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the greatest potential to cause large cross-country income differences. While the analy-
sis in Jones (2011) is symmetrical across goods, the discussion and intuition there often
focuses on universal inputs, like electricity, and the analysis here shows that intuition is
correct: productivity in universal inputs with no substitutes has the strongest effects on
steady-state income.

6. HOW FAST IS THE CONVERGENCE TO THE LIMIT?

This section presents results describing the determinants of how large shocks need to
be in order for the model to be “close” in some sense to the limit. The two primary deter-
minants of the convergence rate are the difference between the elasticities of substitution
and 1, and how flexibly inputs are reallocated across sectors.

6.1. The Elasticity of Substitution

Dividing the recursion for prices, (3), by t yields

pi/t = −θi + α

(1 − σi)t
log

(
N∑
j=1

Aij exp
(
(1 − σi)t(pj/t)

))
� (29)

A restatement of Lemma 1 is that as t → ∞, pi/t converges to a constant. Note, though,
that in the recursion for pi/t, t is always multiplied by 1 − σi. If 1 − σi is divided by some
factor for all i, then to be equally close to the limit, t has to be multiplied by exactly the
same factor. For example, if σi rises from 0.5 to 0.75 for all sectors, then the convergence
to the limit happens exactly half as fast. And that is not an asymptotic statement—it is
true along the entire path, simply because what appears in (29) is the product (1 − σi)t.
The model is fully linear when σi = 1 ∀i, so this result also shows that when σi approaches
1, the convergence to the max/min limit of Lemma 1 becomes arbitrarily slow.

6.2. Flexibility of Inputs

The results so far assume that inputs, both labor and materials, are perfectly flexible
across sectors, meaning that when a sector receives a negative shock resources can be
reallocated to it, dampening its decline in output. In reality, though, inputs cannot be in-
stantaneously reallocated—physical capital is subject to time to build, worker flows face
numerous frictions, and firms often produce outputs from inventories of inputs that are
purchased ahead of time. For example, inventories of materials and supplies in manu-
facturing industries represent about a month of production, according to the Census M3
survey.27

The results in Theorem 1 in fact continue to hold in cases where inputs are not perfectly
flexible. Supplemental Appendix C.1 describes one version of the result, where labor can-
not be adjusted. To see how inflexibility in material inputs affects convergence to the limit,
Supplemental Appendix C.2 develops a simple dynamic version of a special case of the
model. This section describes the key results.

27Liu and Tsyvinski (2021) study adjustment of inputs in a production network in detail and Jones (2011)
also discusses the effects of optimal versus suboptimal allocation of inputs.
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Assume that on each date τ there is a single final good, Yτ, produced as an aggregate
over sector outputs,

Yτ =
(∑

i

a1/σ
i Y

(σ−1)/σ
i�τ

)σ/(σ−1)

� (30)

where Yi�τ =Zi�τXi�τ−1� (31)

Xi�τ−1 represents inputs in sector i that must be purchased one period ahead of time. The
resource constraint is Cτ + ∑

i Xi�τ = Yτ .
Now suppose we normalize Zi�τ = 1 for all τ < 0, and then there is an unexpected shock

on date 0 where each sector receives a new Zi�0, which is then fixed forever going forward.
Supplemental Appendix C.2 then shows that effective productivity, measured as output
per unit of inputs, is

Yτ/
∑
i

Xi�τ−1 =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1� for τ < 0�(∑
i

aiZ
(σ−1)/σ
i�0

)σ/(σ−1)

� for τ = 0�

(∑
i

aiZ
σ−1
i�0

)1/(σ−1)

� for τ > 0�

(32)

On the impact of the shock at τ = 0, because there is no reallocation (since inputs
available on date 0 depend on decisions from date −1), final output depends on a CES
aggregate over the sector productivities with exactly the same elasticity as in production
itself. As an example, if σ = 0, then aggregate productivity is just the minimum of the
sector productivities, exactly as in the limit—the limit holds locally. For τ > 0, though,
inputs can be reallocated, and productivity becomes a less concave (or more convex, for
σ > 1) function of the sector productivities. For σ = 0, aggregate productivity with full
reallocation is a harmonic mean over sector productivities and, therefore, much less sen-
sitive to the most extreme draw than the τ = 0 case without reallocation, meaning that
larger shocks will be required to approach the limiting behavior.

6.3. Numerical Examples

The left-hand panels of Figure 3 plot the level of GDP varying productivity in a single
sector in the dynamic model above. They are for an economy with 30 sectors, each with
the same initial share of GDP, ai = 1/30. The lines plot log GDP for different elasticities
of substitution, σ , ranging between 0.01 and 0.5. The top-left panel reports the short-run
response (τ = 0) to a productivity shock, and the bottom-left panel the long-run response
(τ ≥ 1), which also corresponds (up to a scaling factor) to the perfectly flexible case stud-
ied in the earlier sections.

To see the limit derived in the theoretical analysis, just look at the lines for the small-
est elasticities in the top-left panel. The theory formalizes the observation that GDP ap-
proaches a straight line (on both sides) and shows how to calculate the slope. One can see
that the limits for the slopes are all the same.

There are two additional important features of the plots that help understand compara-
tive statics. First, there is quantitatively far more nonlinearity for small shocks in the initial
period (τ = 0 in the top panel) with no adjustment than with full reallocation of inputs
(τ > 0 bottom panel). Note that in the bottom panel the scale runs to ±5, compared to
±1 in the top panel. With no reallocation, the rate of convergence to the limit depends on
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FIGURE 3.—Numerical examples. Notes: The panels report the effect of shocking log productivity in a single
sector, holding all others fixed. The right-hand panels report the local response of log GDP to the sector’s
productivity (its Domar weight).

σ−1
σ

, while with full reallocation it depends on σ − 1. For small σ , those give very different
rates—with no reallocation, convergence to the limit is infinitely fast as σ → 0.

Second, the curvature is also clearly sensitive to the elasticity of substitution, falling as
the elasticity rises, especially with no reallocation. In the Cobb–Douglas case (σ = 1), the
model is linear, and GDP would be a straight (and nearly flat) line.

The right-hand panels plot the derivative of log GDP with respect to the single sec-
tor’s shock for different values of the shock. That derivative is, by Hulten’s theorem, also
equal to the sector’s share of nominal GDP. So, the right-hand panels measure condi-
tional granularity—they show whether and to what extent a sector may become granular
following a shock.

The top-right panel shows that the jump from zero to full influence can happen in a
small range of productivity, depending on σ . With σ = 0�1, far larger than the calibra-
tion of Baqaee and Farhi (2019), a shock of only about −30% is enough for the slope to
get quantitatively close to the limit, and with σ = 0�01 the shift between the two limits
happens about ten times faster. For larger elasticities, the convergence is clearly much
slower. In terms of granularity, the sectors have steady-state shares of 1/30. But for a
shock of −30%, a sector can conceivably (in this highly stylized example) account for any-
thing up to even 100% of GDP. And, again, this is conditional—the sector that is large is
the one that was shocked, so it changes depending on what shock hits the economy. In
other words, when the elasticity of substitution is low, every sector has the potential to be
granular in this example.

The bottom-right panel, on the other hand, shows that with full reallocation much
larger shocks are required in order to get quantitatively close to the limits, even with
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low elasticities of substitution. So, conditional granularity is much less of an issue until
the shocks become very large.

But what is a plausible upper end for the magnitude of shocks? Outside of food, the
largest year-over-year changes in producer prices in the US are in energy prices—shifts
on the order of a factor of 2–3 (0.7 to 1.1 in logs) in crude oil prices have occurred a
number of times in the US, and in Europe the price of natural gas futures rose by a factor
of 50 (3.3 in logs) between 2020 and 2022.

A second example is the shifts in expenditures during 2020 due to Covid. While these,
like price changes, are also not productivity shocks, and thus map at best imperfectly into
the model, the declines include 96% (−3.24 in logs) for air transportation, 43% (−0.56 in
logs) for vehicles purchases, and 33% for health care (−0.4 in logs).28

Finally, in cross-country comparisons, Duarte and Restuccia (2020) report 90/10 cross-
country sectoral productivity ratios as large as 81 (4.2 in logs) at a high level of aggregation
(see also Herrendorf and Valentinyi (2012)), and at the plant level there is evidence of
far larger divergences (see Hsieh and Klenow (2009) and also the calibration of Jones
(2011)). Overall, log shocks or productivity differences on the order of 3–5 or more appear
to be a reasonable description of the most extreme scenarios in the data.

The theoretical results above always have qualitative value in helping to understand
what makes a sector important in the tail and what sectors will become more important as
their productivity falls. This section shows that the quantitative accuracy of the formulas
depends on the elasticities of substitution, the extent to which low productivity in a sector
can be alleviated by allocating more inputs to it, and the size of the shocks. When the
elasticities are further from 1, and in the short-run or under other circumstances where
reallocation of inputs is difficult, smaller shocks are needed for the model to approach
the limits. For σ ≈ 0 and no reallocation, the limits are hit essentially immediately. A
canonical example is electricity—it has no close substitutes, and when there is a shock
that restricts its supply, like a blackout, there is no reallocation of inputs that immediately
solves the problem.

6.4. Additional Factors

In addition to the elasticity of substitution and flexibility of inputs, Supplemental Ap-
pendix C.3 discusses some additional factors determining the accuracy of the tail approx-
imation. It shows that in general when the shock is to a sector that starts out relatively
small, a larger shock is required to reach the asymptote (since the economy effectively
starts out relatively far from it). It also studies how large the shocks have to be for the tail
approximation to be more accurate than a Taylor series, and shows that that depends on
the same factors that determine convergence to the asymptote.

More generally, we cannot say that there is some specific region in productivity space
where either the Taylor series is “valid” or “invalid.”As t → 0, the errors in a Taylor series
approach zero, while as t → ∞, they grow (for an nth-order series, they grow with tn),
but the error bounds from Taylor’s theorem always hold.29 The tail approximation has
the opposite features: its errors are largest for t = 0 (though they remain bounded), and
shrink to zero as t → ∞. The exact point where one becomes better than the other other
is parameter dependent.

28There were also declines of 84% in hotels, 55% in gasoline, 50% in clothing, and 48% in food services.
These sectors and those in the text combined account for 30% of personal consumption expenditures.

29Note that Taylor series errors grow faster as the order, n, grows. Relatedly, the Taylor series for this model
has a finite domain of convergence—for sufficiently large t , increasing the order increases rather than de-
creases the approximation errors.
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7. EMPIRICAL ILLUSTRATION

This section examines two aspects of tail responses in the data. First, it compares local
and tail responses of output to sector shocks. Second, it studies two sectors that have had
significant changes in sales shares over time and examines how those changes relate to
their out-degrees, and hence tail centralities.

7.1. Local and Tail Responses

I study the most recent (2012) sector detail input–output tables reported by the BEA.
The tables have 379 private sectors.30 The Ai�j coefficients are set to be positive, so that
there is an upstream link, if sector i spends at least 0.5% of its expenditures on materials
for the output of sector j. That choice is made for two reasons. On a practical level, it stops
the input–output matrix from being too dense and implying that many sectors are equally
highly influential. Economically, it can be thought of as assuming, perhaps unrealistically
in some cases, that inputs with very small expenditure shares are not strictly necessary for
production. That said, the results are not terribly sensitive to varying the cut-off.

The βi parameters are calculated from the fraction of nominal final expenditure going
to each sector. I calculate αi for each sector based on expenditures on materials relative
to value added. I assume σi < 1, which allows us to use the results in Section 5.1.1. The
tail elasticities, δL

i , can then be calculated from Proposition 3. I focus on the tail elasticity
instead of tail centrality because it does not require the assumption that Ai�i > 0 (which
is not true of all sectors) and it does not involve the 1/(1 − αi) term, which in the data
occasionally becomes very large. Unlike in the main analysis, the αi here are allowed to
vary by sector. The local elasticities are extremely close empirically to Domar weights
(sales shares). Appendix B describes the data and the details of the calculations of the
various objects.

Figure 4 plots local against left-tail elasticities. There is a weak positive correlation of
0.20, but the figure makes apparent that the distributions are very different. There are
a few sectors, such as petroleum refineries, that have sales shares noticeably higher than
most others. But there are numerous sectors with tail elasticities close to 0.5. Twenty-one
sectors have δL

i > 0�8 max(δL
i ), while only two have local elasticities that are at least 80%

of the maximum.
One can also see that the top sectors by local influence have very different tail

influence—petroleum refineries at 0.40, oil and gas extraction at 0.34, and hospitals at
0.06. Oil and gas extraction is lower than petroleum refineries because it is one more step
up the supply chain from refineries. Hospitals are low because they produce essentially
only final output.

Table I further examines the top sectors sorted by local and tail elasticities. The top
sectors for tail elasticity are all universal inputs. The first is electricity, which is why it
has appeared frequently as an example. The second highest tail elasticity is for trucking
services—all of final production involves trucking at some phase.31

The third-highest tail elasticity is for legal services—again, simply because every sec-
tor purchases legal services. Does it make sense that a large negative shock to the legal

30For this paper’s purposes, it is important to use a detailed version of the input–output tables because at
higher levels of aggregation, the sectors become very strongly connected. The disaggregated table has much
more sparse links. See Appendix B for a complete description of the data.

31The top-tail elasticities are clustered near 0.5 because an upper bound for δL
i is βi + α(1 −βi), and βi is

small while α is near 0.5.
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FIGURE 4.—Tail and local output elasticities. Notes: The x-axis is the local elasticity of gdp with respect to yi
for each sector. The y-axis is the left-tail elasticity (see equation (15)). The data is the 2012 BEA input–output
table. See Appendix B for details.

TABLE I

TOP SECTORS BY LEFT-TAIL ELASTICITY AND SALES SHARE.

Sector δL
i γL

i Sales Share

Largest by left-tail elasticity
Electric power generation, transmission, and distr. 0.4459 0.7194 0.0309
Truck transportation 0.4404 1.0287 0.0203
Legal services 0.4138 0.6999 0.0210
Advertising, public relations, and related services 0.4078 0.6757 0.0091
Accounting, tax prep., bookkeeping, and payroll serv. 0.4061 0.5702 0.0214
Services to buildings and dwellings 0.4045 0.5701 0.0290
Monetary authorities and depository credit intermed. 0.4033 0.6080 0.0231
Wired telecommunications carriers 0.3989 2.2404 0.0505
Other nondurable goods merchant wholesalers 0.3977 1.1949 0.0070
Insurance carriers, except direct life 0.3973 0.6295 0.0113
Petroleum refineries 0.3948 0.5114 0.0107

Largest by sales share
Hospitals 0.0622 0.0622 0.0622
Petroleum refineries 0.3989 2.2404 0.0505
Oil and gas extraction 0.3389 0.5812 0.0444
Insurance carriers, except direct life 0.0358 0.0551 0.0363
Electric power generation, transmission, and distribution 0.3750 0.7277 0.0325
Offices of physicians 0.4459 0.7194 0.0309
Monetary authorities and depository credit intermediation 0.0302 0.0302 0.0302
Scientific research and development services 0.4045 0.5701 0.0290
Other financial investment activities 0.2537 0.5226 0.0236
Advertising, public relations, and related services 0.4033 0.6080 0.0231
Wired telecommunications carriers 0.3507 0.6306 0.0220

Note: Sales shares and tail elasticities calculated from the 2012 BEA input–output tables. See Appendix B for details.
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services sector could cause a crash in GDP, or that large differences in “productivity” in
legal services could explain cross-country income differences? There is ample evidence
that legal institutions are necessary for the growth of the economy. All aspects of business
rely on property rights and contract enforcement. If, for some reason, the legal system lit-
erally shut down and legal services were actually no longer available to firms, it is entirely
plausible that there would be significant declines in output. In addition, even if one does
not believe that there are exactly TFP shocks to sectors like legal services, the results here
are still useful for formalizing how differences in the availability of legal services, broadly
speaking, can explain income differences across countries, as in Section 5.3.

One potential concern with that argument, though, is that the input–output tables do
not actually measure things like enforcement of property rights or the use of courts; they
just measure expenditures on lawyers by firms. That actually illustrates a key advantage
of δL

t and γL
i : measuring them does not require measuring all of each sector’s use of each

input. All that we need to know is that a sector uses some input at all—again, we need to
know links between sectors, not their intensity. And the input–output tables are certainly
correct that all sectors directly use legal services.

In addition to utilities and professional services like lawyers and accountants, the last
major category of sectors that appears repeatedly among the top sources of tail risk is
financial institutions. Just as with legal services, all firms use financial services in one way
or another (as do all households). The analysis here thus helps explain why the financial
sector would be a relevant source of crashes throughout history—when financial services
are disrupted, every firm in the economy faces more difficulty in production.

There is past work examining, both in models and in the data, the effects of shocks to
the energy sector, financial services, and legal and accounting institutions. The analysis
here shows how those shocks are linked: they all represent shocks to universal inputs,
where tail centralities are far larger than steady-state sales shares. As in the previous sec-
tion, the tail approximation here will be most accurate when the shocks are large or when
reallocation of inputs is inhibited. So, the identification of important sectors here will
be most useful either for very large high-frequency shocks or in cross-country compar-
isons.

Table I also reports the tail centrality, γL
i . When Ai�i > 0, γL

i = δL
i /(1 − αi). The tail

centrality is always larger, and since αi is sometimes near 1, some values of γL
i are very

high, showing less clustering than δL
i .

The bottom section of Table I reports the top sectors sorted by sales share. Again, not
all have particularly high-tail centralities. In many cases, they only produce final goods,
like hospitals.

Last, note that in a complementary economy, responses to large shocks, γL
i and δL

i , are
not terribly interesting, both being equal to βi.

7.2. Hospitals and Computers

Two prominent sectors that have undergone significant changes in the post-war period
are computer equipment and hospitals.32 The left-hand panel of Figure 5 plots their Do-
mar weights (sales shares, which are nearly identical to local output elasticities) for the
period 1963–2020. The Domar weight of hospitals rose by a factor of 5 from 0.02 to 0.10.

32The computer equipment sector stays consistent in the BEA input–output tables between the 1963–1996
and 1997–2020 versions. For consistency across those two data sets, I use the combined “hospitals and nursing
and residential care” sector.
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FIGURE 5.—Time series of Domar weights and out-degree. Notes: The left-hand panel plots Domar weights
for the two sectors calculated from BEA annual input–output tables. The right-hand panel plots, for each year,
the fraction of sectors that spent at least 0.5% of expenditures on material inputs on the industry’s output
(note this is measuring computers as a material input; investment expenditures are not counted in measuring
the production network parameters Ai�j).

Computer equipment rose from about 0.03 to a peak of 0.07 and then fell back to nearly
where it started. According to the standard local analysis, hospitals have become progres-
sively more important, while the importance of computers to the economy peaked around
2000 and has subsequently fallen by half.

The right-hand panel of Figure 5 plots their out-degrees, measured here as the fraction
of sectors that purchase output from those same two sectors. Hospitals never sell output
to more than one other sector (where again the cut-off is 0.5% of the using sector’s in-
termediates). Computers, on the other hand, rose from being purchased by 30 to 55% of
sectors. The rise in the Domar weight of the computer-producing sector can thus be said
to be driven by the extensive margin; its Domar weight increases by the same factor as the
number of sectors using its output—whereas the rise in the Domar weight of hospitals is
driven by the intensive margin—the share of final expenditures going to them has risen.

In terms of tail elasticities, using the detailed input–output tables as above, the tail elas-
ticity of the semiconductor-producing sector (the figure uses “computer equipment”—a
higher level of aggregation—because it is available at the annual frequency) rose from
0.18 to 0.31 between 1963 and 2012, while the tail elasticity of hospitals is always simply
equal to its share of final consumption, which is also its Domar weight. In addition, re-
call that Proposition 5 shows that there is a close link between the out-degree plotted in
Figure 5 and left-tail centrality.

8. THE RISK OF LARGE DEVIATIONS IN GDP AND THEIR SOURCE

The results so far describe how the economy responds to a given shock to productivity.
This section combines Theorem 1 with assumptions about the probability distribution for
shocks to describe the probability distribution of GDP. It gives a general result for the
determinants of the tails of GDP and discusses the implications and then examines one
particular example from the literature.

The key results from this section are as follows:
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1. The tail approximation from Theorem 1 is sufficient for characterizing the tail of
GDP (meaning that the invariance that holds for Theorem 1 also holds for the determi-
nants of GDP tail risk).

2. In a complementary economy, increases in interconnectedness increase tail risk.
3. Whereas past work has studied the riskiness of the steady-state production network,

tail risk is in general driven by the riskiest of the tail networks, as in Section 5.1.1.

8.1. Shock Distributions

I assume that there is a positive function s(θ) that determines the scale of the shocks
in direction θ. Specifically, for t greater than some t̄, t/s(θ) has a cumulative distribution
function F , with complementary CDF F̄ ≡ 1 − F (note F̄ is positive and decreasing). So,
for example, if s(θ) = ks(θ′), then the nth percentile of z in direction θ is k times that
in direction θ′. For the purposes of this paper, consistent with the analysis so far, it is
only necessary to choose the distribution of z for large t (i.e., when ‖z‖ is large), with its
behavior for t ≤ t̄ left unrestricted.

I assume θ has a probability measure m. Since z = θt is a unique decomposition, we
can write its probability distribution equivalently over z or θ and t (with t = ‖z‖ and
θ = z/‖z‖). To formalize the above assumptions, we set, for t > t̄,

Pr
[
θ ∈ �� t/s(θ) > x

] = m(�)F̄ (x)� (33)

The representation in (33) accommodates standard distributions studied in the literature
such as the multivariate normal, elliptical distributions more generally, transformations
of Laplace distributed vectors, and Pareto-tailed distributions (Resnick (2007)). A simple
example of a distribution that does not have a representation (33) is the case with N =
1 so that z is a scalar and z is distributed normally conditional on being positive but
exponentially conditional on being negative. Intuitively, the restriction, which can easily
be relaxed, is that the tail shape (as distinct from the scale) is the same for all θ.33

8.2. General Result

THEOREM 2: Given the distribution for z in (33), there exists a function ε(x) ≥ 0 with
limx→∞ ε(x) = 0 and an x̄ such that for x > x̄,∫

�−
F̄

(
x−μ(θ) + ε(x)

−s(θ)λ(θ)

)
dm(θ) ≤ Pr[gdp <−x]

≤
∫
�−

F̄

(
x−μ(θ) − ε(x)

−s(θ)λ(θ)

)
dm(θ)� (34)

where �− ={θ : s(θ)λ(θ) < 0}.

Theorem 2 says that the CDF of log GDP is well approximated by∫
�−

F̄

(
x−μ(θ)

−s(θ)λ(θ)

)
dm(θ) (35)

33For practical purposes, if the tail decays significantly faster in some direction (z > 0 in this example), then
that can be analyzed by just setting the measure m to zero in that direction.
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and in fact the μ(θ) term is also irrelevant since x eventually dominates. Intuitively,
this says that the CDF of GDP, in the tail, depends on the average across all shocks
(
∫
dm(θ)), of the probability that each shock (θ) creates a large decline in GDP, where

(x−μ(θ))/λ(θ) is the size of a shock needed in direction θ to generate a decline of size x.

8.2.1. General Properties of the Tail of GDP

Even without further specialization, there are general results that follow from Theo-
rem 2.

Determinants of Tail Risk. First, the probability of large deviations in GDP depends on
the probability of large deviations in productivity, scaled by the limiting slope, λ(θ), show-
ing that the tail approximation is the correct way to analyze tail risk in this setting. Other
aspects of the economy—such as the steady-state Domar weights, the precise values of
the elasticities of substitution, or terms in a Taylor expansion—are irrelevant. The invari-
ance results for the function λ thus also hold for tail risk—it is unaffected by the exact
values of the production parameters and only depends on the topology of the production
network (which Ai�j > 0) along with whether σi is above or below 1.

A second observation is that the volatility of the shocks in different directions, captured
by s(θ), interacts with λ(θ) to determine tail risk. When the shocks are more volatile, s is
larger and tail risk is greater.

Comparative Statics. Generalized versions of the comparative statics in Section 4.1 are
useful here for showing what makes the economy riskier.

PROPOSITION 7: For sufficiently large x, any factor that weakly increases λ(θ) for all θ
weakly reduces tail risk in the limiting sense of Theorem 1. In particular,

1. when any σi transitions from below to above 1;
2. when the set of inputs used by any sector i grows if σi > 1 or shrinks if σi < 1.

The second part of the proposition shows how changes in interconnectedness affect tail
risk—interconnectedness reduces tail risk when it increases the number of substitutes and
increases tail risk when it increases the number of complements.

Skewness. We also obtain a general result on skewness in the tail. It is an asymptotic
form of skewness, as opposed to the scaled third moment.

COROLLARY 3: If the distribution of z is symmetrical (s(θ) = s(−θ) and m(θ) = m(−θ)),
then when GDP is concave in the sense that λ(θ) ≤ −λ(−θ), Pr[gdp < −x] ≥ Pr[gdp > x]
for sufficiently large x. In particular, that holds when σi < 1 for all i.

So, under very general (but still only sufficient) conditions, as long as the elasticities are
all below 1, the left tail of GDP is heavier than the right. Concavity in production thus
robustly generates left skewness in GDP, in the limiting sense of the corollary. This is a
formal tail version of results that are intuitively described and studied in a local approxi-
mation by Baqaee and Farhi (2019).

Finally, Theorem 2 shows how nonlinearity in the economy generates increases in tail
risk. If the economy were linear, the argument of F̄ in (34) would be x

−s(θ)D′
ssθ

. When λ(θ)
is larger in magnitude than D′

ssθ, there is a larger chance of a large movement in GDP.
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8.3. Interconnectedness and Risk in the Economy

As discussed above and in Section 4.1, when a sector sells to a new downstream sector,
left- tail risk weakly increases if the new downstream sector has an elasticity of substitution
less than 1. In other words, complementarity and interconnectedness combine to increase
left-tail risk (and at the same time reduce the probability of large booms in GDP).

But obviously the tail probabilities in Theorem 2 are not the only way to evaluate the
risk of the economy. Another interesting question is how the economy responds to small
shocks, or, equivalently, what the variance of log GDP is in a first-order Taylor approxi-
mation.

If � is the covariance matrix of z, we have from a first-order approximation that

var(log GDP) ≈ D′
ss�Dss� (36)

Since D′
ss�Dss is continuous in A, any small change in A, that is, a change in some

Ai�j from zero to a small positive number will cause only a small change in D′
ss�Dss, even

though it can cause a discrete shift in the values of the function λ, and hence in tail risk. In
other words, local risk is always affected smoothly by A, but tail risk is affected discretely
by it.

In addition, an increase in interconnectedness, even though it cannot reduce tail risk
when σi < 1 ∀i, can certainly reduce the sensitivity of GDP to small shocks. Since the sum
of the Domar weights, Dss�i, is always equal to (1 − α)−1, we have the following simple
example.

EXAMPLE 2: Suppose the shocks are uncorrelated so that � is diagonal. A marginal
increase in the sales share of any sector starting from zero, if it (weakly) reduces the sales
shares of all other sectors, will reduce D′

ss�Dss.

The example gives simple sufficient—and far from necessary—conditions for when
adding a new sector diversifies the economy. At the same time, though, Proposition 7
shows that adding a new sector will weakly increase tail risk (weakly reduce λ(θ) for all θ)
when the elasticity of substitution in production is less than 1. This section thus shows that
in the model increases in interconnectedness—measured here by the number of links in
the production network ((i� j) pairs such that Ai�j > 0)—can diversify the economy, mak-
ing it less sensitive to small shocks, while at the same time increasing the probability of an
extreme negative realization of GDP.

8.4. Example: Exponential Tailed Shocks

EXAMPLE 3: Suppose the sector productivity shocks are i.i.d. with exponential tails,
implying that s(θ) = 1/‖θ‖1 and m(θ) has full support. Then as s → ∞,

Pr[gdp <−x] → exp
(

−η
x

max
n

max
j

Dn�j

)
� (37)

If, in addition, σi ≤ 1 ∀i, then

Pr[gdp < −x] → exp
(

−η
x

max
j

γL
j

)
� (38)
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The shock θ causing the tail event is equal to 1 for the sector with the largest γL
j and zero

elsewhere.

Acemoglu, Ozdaglar, and Tahbaz-Salehi (2017) study a model with Cobb–Douglas pro-
duction so that the Domar weights are constant (the model is log-linear) and in which
shocks are i.i.d. with exponential tails, as in this example. They show in their model that
what determines tail risk is the largest Domar weight. The first part of example 3 says that
we get a very similar result, but here it is the maximum Domar weight among all possible
tail networks that determines tail risk.34 So it need not be the case that maxj Dss�j is large
for there to be significant tail risk. Rather, under complementarity there just needs to be
some Domar weight that can be large in some situation. The second part of the result fol-
lows from Corollary 2—each sector’s tail centrality is in fact equal to its maximum Domar
weight across all networks when production is complementary.

The fact that extreme events are caused by a shock to a single sector—the one with the
highest left-tail centrality—is again due to the importance of conditional granularity in
the model. Crashes appear not necessarily because of granularity local to steady state, but
because there can be granularity in an extreme event. If the model is such that granularity
cannot occur—the maximum tail centrality (which is the maximum possible Domar weight
among all tail networks) is small—then tail risk will also be small.

As an example, the steady-state Domar weight of electricity is not particularly large
empirically—it is certainly not the largest sector in the economy—but its tail elasticity
is highest. One can imagine a scenario in which electricity or some other energy sector
receives a large negative shock, becomes a limiting input in production, and then becomes
much more expensive. That is the type of scenario that these limits show is important for
driving the largest declines in GDP in this model, and it is a very different scenario from
the model of Acemoglu, Ozdaglar, and Tahbaz-Salehi (2017), in which tail risk arises only
when there is a big sector at the steady state.

When this example is generalized so that the shocks are exponential but with different
scales, then the sector that causes crashes is the one with the highest product of its tail
centrality with its volatility (see Supplemental Appendix E).

Note also that in Acemoglu, Ozdaglar, and Tahbaz-Salehi (2017), when the shocks are
distributed symmetrically, tail risk is also symmetrical. Here, on the other hand, tail risk
is in general asymmetrical even for symmetrical shocks.

9. CONCLUSION

This paper studies large deviations in GDP in the context of a general nonlinear net-
work production model. Its core result characterizes the asymptotic response of GDP to
arbitrary combinations of shocks. That result yields a description of the determinants of
tail risk and a measure of the risk associated with large shocks to individual sectors. In
addition, when combined with a probability distribution for shocks, it yields a description
of the tail of the probability distribution of GDP.

The simple statement of the core idea is that what determines tail risk is the structure
of the economy in the tail. For example, while granularity near steady state affects the dy-
namics of the economy near steady state, what determines behavior in the tail is whether
the economy displays granularity in the tail. The paper shows how that can easily happen
even in a perfectly symmetrical economy where all sectors are of equal size at steady state.

34In the case where σi = 1 for all i ≥ 0, {Dn} is just the singleton Dss and we recover their original result.
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A closely related point is that to understand the systemic risk of a sector—whether a
large shock to it will spill over into the rest of the economy—one needs to understand
the importance of the sector not on average but rather conditional on the occurrence of a
large shock. The analysis shows that it is upstream sectors that produce inputs for a large
fraction of GDP that are most systemically risky, while sectors that exclusively produce
final outputs do not produce systemic risk.

More broadly, the paper provides a general theoretical foundation for analyzing tail
risk. It shows how to construct an approximation for the dynamics of the economy that,
rather than being valid only for small shocks, is valid explicitly for large shocks. That
approximation can then be combined with assumptions about the shape of the tail of the
shock distribution to yield a description of the tail behavior of the full economy.

APPENDIX A: PROOFS

A.1. Lemma 1

The assumption that aggregate labor supply is inelastic and normalized to one implies
that real GDP is

GDP =W/P0� (39)

where W is the wage and P0 is the price of the consumption bundle. The index 0 indicates
consumption (P0 might be called a pseudo price, since it is the cost of the consumption
bundle, but not of an actual individual good). The CES preferences for the consumer
along with cost minimization and the normalization W = 1 immediately imply

p0 =
N∑
i=1

βipi� (40)

gdp = −p0� (41)

Similarly, marginal cost pricing by the producers implies that the log price of good i is

pi = −zi + α

1 − σi

log

(
N∑
j=1

Aij exp
(
(1 − σi)pj

))
� (42)

Now define φi = − limt→∞ pi/t and set the vector φ ≡ [φ1� � � � �φN]. If that limit exists
and is finite (a claim established below), then diving by t and taking limits of both sides of
equations (40) and (42) give

lim
t→∞

t−1gdp = β′φ� (43)

φi = −θi + αifi(φ)� (44)

where

fi(φ) ≡

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

max
j∈Si

φj if σi < 1�∑
j

Ai�jφj if σi = 1�

minφj if σi > 1�

(45)
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To show that the system has a unique solution (guaranteeing that φ is also finite), define
a mapping g :RN → R

N such that the ith element of the vector g(φ) is

gi(φ) = θi + αfi(φ)� (46)

The set of solutions for φ is the set of fixed points for g, so we must just show that g has
a unique fixed point. That follows from the Banach fixed-point theorem if gi is a contrac-
tion. It is straightforward to confirm the Blackwell’s sufficient conditions hold here, giving
the result. The continuity of the solution follows from the continuity of g in θ.

To get the constant μ(θ), consider a series expansion, pi = μi +φit +o(1) (as t → ∞).
Inserting that into (3) taking limits, and using (44) yields a recursion for μ.

A.2. Propositions 1, 2, and 7

Define f 0 :RN → R
N to be the vectorized version of the function in (45). Define a trans-

formation T 0φ = −θ+ αf 0(φ), with φ0 = T 0φ0 the fixed point of that transformation.
After changing some σi, we have a new f 1 (analogous to f 0) and associated T 1. First,

take the case with σi transitioning from above 1 to being equal to 1 or below. Then,
necessarily,

T 1φ ≥ T 0φ (47)

for any φ, element-by-element. That means that the fixed-point φ1 ≥ φ0 elementwise,
from which Proposition 1 follows.

Proposition 2 by the same argument. For example, suppose σi < 1 and the set Si grows.
Again, define an f 2 and T 2 for the model with the larger Si. We have

T 2φ ≥ T 0φ (48)

for any φ, elementwise, so that φ2 ≥ φ elementwise, establishing Proposition 2.
Since both of those statements hold for arbitrary θ, they also establish Proposition 7

A.3. Proposition 4

Define a set of N × N matrices Ak representing restricted versions of the production
network. For each Ak, each sector is restricted to using just one of its inputs, so that every
Ak has a single value of 1 in each row and is otherwise equal to zero, with links (1’s) only
appearing where Ai�j > 0. The set over all k of {Ak} represents every possible restricted
network.35 If σi = 1, then sector i always uses the same mix of inputs, and the ith row of
Ak is equal to Ai�· for every k.

For each Ak, there is an associated vector of Domar weights,

D′
k = β′(I − αAk)−1� (49)

Now define φ∗ and k∗:

k∗ ≡ arg min
k

β′(I − αAk)−1θ = arg min
k

D′
kθ� (50)

φ∗ ≡ −(I − αAk∗)−1θ� (51)

35The index k runs from 1 to the product of the number of inputs used by each each sector.
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That implies

φ∗ = −θ+ αAk∗φ∗� (52)

As above, define f :RN → R
N to be the vectorized version of the function in (45). Now

suppose Ak∗ is not the true tail network, in that,

Ak∗φ∗ �= f
(
φ∗)� (53)

Then, clearly, element-by-element Tφ∗ ≥φ∗, where T is again the operator Tφ≡ −θ+
αf (φ). Then whatever the solution is for φ in Lemma 1, it will be, element-by-element,
weakly greater than φ∗. But that solution is always of the form −(I − αAn)−1θ, leading to
a contradiction with the original construction of φ∗. So, φ∗ must be the solution to the
recursion with Tφ∗ =φ∗. The result for GDP then follows immediately.

A.4. Proposition 5

The left-hand inequality follows from assuming that the sectors immediately down-
stream of i have no other downstream users (except final output). The right-hand inequal-
ity follows from assuming that the remainder of GDP that is not immediately downstream
of sector i’s users is a single step further downstream.

A.5. Theorem 2

We have

gdp(z) = μ(θ) + λ(θ)t + ε(t� θ)� (54)

where ε(t� θ) is an error that converges to 0 as t → ∞ (from Theorem 1).
Now define

ε̄(x) = max
θ

max
t>

x+μ(θ)
−λ(θ)

∣∣ε(t� θ)
∣∣� (55)

Consider its limit as x → ∞. Since the right-hand side is bounded and continuous in θ,
the limit can be passed through the maximum and we have

lim
x→∞

ε̄(x) = 0� (56)

Now note that

Pr[gdp < −x | θ] = Pr
[
t + ε(t� θ)

λ(θ)
>

x+μ(θ)
−λ(θ)

∣∣ θ]
� (57)

where λ(θ) < 0. In addition,

Pr
[
t + ε̄(x)

λ(θ)
>

x+μ(θ)
−λ(θ)

∣∣ θ]
≤ Pr

[
t + ε(t� θ)

λ(θ)
>

x+μ(θ)
−λ(θ)

∣∣ θ]

≤ Pr
[
t − ε̄(x)

λ(θ)
>

x+μ(θ)
−λ(θ)

∣∣ θ]
�

Pr
[
t >

x+μ(θ) + ε̄(x)
−λ(θ)

∣∣ θ]
≤ Pr[gdp <−x | θ] ≤ Pr

[
t >

x+μ(θ) − ε̄(x)
−λ(θ)

∣∣ θ]
� (58)
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By integrating over the measure for θ (i.e., applying Fubini’s theorem),

Pr[gdp <−x] =
∫
�

Pr[gdp < −x | θ]dm(θ) (59)

from which the result follows directly.

A.6. Corollary 3

Recall the notation from the proof of Theorem 2 that

gdp(θt) = μ(θ) + λ(θ)t + ε(θ� t) (60)

and that |ε(θ� t)| ≤ ε̄(x) for t > x+μ(θ)
−λ(θ) . We want to compare Pr[gdp < −x] with Pr[gdp >

x]. Define ε′(x) = max(ε̄(x)� ε̄(−x)). We have the bounds

Pr[gdp <−x] ≥
∫
θ:λ(θ)<0

F̄

(
x−μ(θ) + ε′(x)

−s(θ)λ(θ)

)
dm(θ)� (61)

Pr[gdp > x] ≤
∫
η:λ(η)>0

F̄

(
x−μ(η) − ε′(x)

s(η)λ(η)

)
dm(θ)� (62)

Now first note that, for θ such that λ(θ) < 0,

x−μ(−θ) − ε′(x)
s(−θ)λ(−θ)

− x−μ(θ) + ε′(x)
−s(θ)λ(θ)

(63)

=
(

1
s(−θ)λ(−θ)

− 1
−s(θ)λ(θ)

)
x+ −μ(−θ) − ε′(x)

s(−θ)λ(−θ)
− −μ(θ) + ε′(x)

−s(θ)λ(θ)
� (64)

So, there exists an x̄ such that for x > x̄, the argument of F̄ in the integral for (61) is
smaller than that in (62) for any given θ. In addition,

m
({
η : λ(η) > 0

}) ≤m
({
θ : λ(θ) < 0

})
(65)

which yields the result.

APPENDIX B: ESTIMATES OF LOCAL AND TAIL ELASTICITIES

B.1. Data

The estimates are based on the 2012 input–output tables from the BEA. The specific
table is the 405-industry table after redefinitions.36 Each sector’s αi (discussed further
below) is constructed as total intermediate expenditures divided by total intermediate
expenditures plus value added. The βi’s are constructed as shares of final use, which in-
cludes consumption, private and public investment (excluding inventories) and exports.
Imports and inventories are excluded because they do not represent final uses of domes-
tically produced commodities.

36As of the writing of the paper, the tables were located at https://apps.bea.gov/industry/xls/io-annual/
IOUse_After_Redefinitions_PRO_DET.xlsx.

https://apps.bea.gov/industry/xls/io-annual/IOUse_After_Redefinitions_PRO_DET.xlsx
https://apps.bea.gov/industry/xls/io-annual/IOUse_After_Redefinitions_PRO_DET.xlsx
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I keep all commodities except for 4200ID (customs duties), 525000 (funds and trusts),
531HSO, 531HST, 531ORE (real estate), 550000 (management of companies; mostly of-
fices of holding companies), 561300 (employment services; e.g., temp agencies), 811400,
812100, 812200, 812300, and 812900 (miscellaneous personal services).

For Figure 3, the input-out matrix is before instead of after redefinitions because the
BEA does not produce an after-redefinitions file for the period 1963–1996.

B.2. Constructing Local Elasticities

To get the local elasticity, dgdp/dyi, I first get dgdp/dzi based on Hulten’s theorem,
which says that it is equal to the sector’s nominal sales divided by nominal GDP (where
GDP here is calculated based on the sum of final uses, as in the construction of the βi’s).
I then divide dgdp/dzi by dyi/dzi. To get the latter, I use the result from Carvalho and
Tahbaz-Salehi (2019) that in a Cobb–Douglas economy—which is first-order equivalent
to the general CES economy—dyi/dzi is equal to the i, i element of the Leontief inverse
matrix. That matrix is constructed from the input–output table and the αi’s described
above.

B.3. Constructing Tail Elasticities

As discussed in Section 2, the paper’s analysis goes through identically if α is sector
specific. To construct δL

i and γL
i , I calculate φ(−ei), where ei is equal to 1 in element i and

0 elsewhere, by iterating on the recursion for φ, (7). We then have that γL
i = −β′φ(−ei)

and δL
i = β′φ(−ei)/φi(−ei).
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