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S.1 Proofs for Main Text Results

Proof of Theorem 2.1 (Identifictaion). Let Q(3,A,F) =E (][Y — - X — AF’||§{S). Ex-
istence of Q(f5, A, F') is guaranteed by Assumption ID(7). The statement of the theorem follows
if we can show that Q(83, A, F) is uniquely minimized at 8 = 8% and AF" = \°f%. We have

QBANF)=ETt[(Y —3-X —AF)(Y — 3-X — AF)]
—ETr [()\Ofo’—AF’—(B—ﬁo)-X+e) ()\Ofo’—AF’—(,B—BO)-X%—e)/}
—ET [()\Ofo’—AF’ —(B= B X) (\FY — AP — (B—ﬁo)-X)'] +E Tr (e€).

(S.1)

Here, we used the model, and in the last step we employed Assumption ID(ii). Next, we derive
a lower bound on Q*(5, A, F'). We have

QB F) Z BT [(\f = AF = (8= 8°) - X) Mp (X" = AF' = (8- 8°) - X)

—F T [ My (\°f” = AF' = (8= 8°) - X)) (\°f” = AF' = (8 = 8°) - X) M|
> ETr [Mp (AfY — AF' — (B— %) - X)' Myo (\°f” — AF' — (B — ) - X) MF}

— B Tr [Mp (8- 8°)- X) My (8- 8) - X)|
= (8= 8" {Elw'(Mr © My)a]} (8 - 8°) (3:2)

From this and Assumption ID(4ii) we conclude that Q*(3,A, F) > 0 for all 3 # 3° On the
other hand, we have Q*(°, A%, f°) = 0. Thus, every minimum of Q*(3, A, F) satisfies 8 = °.
Furthermore, at 8 = 3° we have Q*(8°, A, F) = ||\°f% — AF’||%4, which is zero if and only
if AF" = A°f” The minima of Q*(3, A, F) therefore satisfy 8 = 8 and AF' = \°f?. Since
Q* (B, A, F) and Q(fB, A, F) only differ by a constant the same result holds for Q (5, A, F'). Notice
that the result that the optimal A and F satisfy AF’ = \°f% implies that rank(AF’) = R, i.e.
the true number of factors R is also identified. |

Proof of Theorem 3.1 (Main Result). Follows from Theorem A.3 and Lemma A 4. [

Proof of Theorem 3.2 (Consistency of Bias and Variance Estimators).
See Section S.5 below. n

Proof of Theorem 4.1 (Consistency). We first establish a lower bound on £&,(3). Let
AB = B — B° Consider the definition of L, (3) in equation (3.3) and plug in the model




Y =08-X+X\fY+e. We have

] —1 . 000 / . 0000 .

Lrr(B) = nern B oy NT L [(M X+e+ NfY —AF) (AB- X +e+ \f AF)}
1 _ Y
& {AGRNX(R+R(I)I)11F€RT><(R+RO)} NTTr |:<Aﬁ X t+e— AF) <AB X +e AF) :|

1 /
- NT FeRgil(I}}chRO) B [(A/B XA Mp(AF-X +e) }

L min Tr [(AB - X) Mz (AB - X)'] + Tr (ee’) — Tr (ePge’)
NT FeRTx(R+RO)

+2Tr [(AB - X) €] = 2Tr [(AS - X) Pge] }

> %{ > w A8 X)(A8- X)]+ Tr(e¢) = 2(R + R)le||?
r=R+R0+1

+2Tr [(AB - X) €] = 2(R+ R)|[el[[| AB - XH}

2 1 1 |AS]]
> b||ABIF + WTI (ee') + Op (min(N, T)> + Op ( (I T)) ) (S.3)
Here, we applied the inequality |Tr(A)| < rank(A)|A|| with A = (AB - X) Pze’ and also with
A = ePze’. Wealso used that ming Tr [(AB - X) Mz (AB - X)'] = 31 _pipor b [(AB - X)(AB - X)),
which follows by the same logic as equation (3.3) in the main text. In the last step of (S.3) we
applied Assumptions SN, EX and NC.

Next, we establish an upper bound on £&,(8°). Since R > R’ we can choose A I’ = X0 f¥
in the minimization problem in the first line of equation (3.3), and therefore

R 0y __ : 0 r0r /(12
Lyr(B°) = {AeRNXII‘I“IIIITIEIRTXR} NT ||e+)\ f AFHHS
1
< ﬁ lells = N7 I (ee’). (S.4)
Since we could choose 8 = B° in the minimization of 3, the optimal ER needs to satisfy
LE(Br) < LE(8°). Together with (S.3) and (S.4) this gives
. Bp — 30 1
1B — B2+ 0p (=) | o (,—)<o. S.5
1B =01+ 0p | s )+ 0r (i) < (5.5)

From this it follows that ||3z—8°|| = Op (min(N, T)~/2), which is what we wanted to show. M

Proof of Theorem 4.2 (Quadratic Approximation of £3,(3)). See Section S.2 below. H




Proof of Corollary 4.3 (Asymptotic Characterization of B\Ro).
Define v = W1 (C’(l) + 0(2)) /v NT. Applying Theorem 4.2 we obtain

(5}20) = L7(8°) + <BR0 - 8% = 7>/ W (BRO - 8% = 7) YWy + LY rem(ﬁRO);
LYy (50 +7) = LY7(B%) = YWy + LY (B + ). (S.6)

The first equation above is obtained by completing the square and using the definition of ~,
while the second equation is just a special case of the first. Applying the above to the inequality

LYr(Bro) < L (8% + ) gives
) 0 ! ) 0 0,rem / H0 O,rem /5
(Bro = 8° =) W (Bro = 8" =) < LE"(8°+ %) — LY5" (Bro) (8.7)
We have W > ux(W)1g, and using Assumption NC we find for R = R° that

pr (W) = min  oWa
x(W) {a€RK [lof|=1)

1
- in  —Tr (My(a X)Mp(a- X)
{aeﬁ%ﬁﬁuzl}NT (Mol X)Mp(a- X))

- {ae]RK ”O‘H 1} WTI" (Mfo(a . X)/M)p(a . X)Mf())

T
1
> E XV o X)) > .
- NT ey /’LT [(O{ ) (O[ )] - b ) Wpa]‘? (S 8)

and therefore W~! < 1 /b wpal. Using Assumption SN we find

2RY
V) < \/_Tr (Xue') +\/—_HX,€HH6||:0P( maX(N,T)),
)] < ¢_|| el 21X [|X° AYA0) L 10 ]| = Op (S.9)

and therefore we have v = Op[(1 + ||CY|)/V' NT] = op(1). We also know 1Bro — B°|| = op(1)
from Theorem 4.1. Thus, the bound on the remainder in Theorem 4.2 becomes applicable and
we have

LT (B +7) = LN (Bro) < op (NlT) {(1 + \/_7) (14 VNT | Bro 5%;)1
—or (7 ) {Or 10+ 1CON] + (1+ VAT - 1)} (s.10)

Applying this, and (S.7), and W' < 1/b, and the inequality \/(z + y) < \/z+/y, which holds



for all non-negative real number x, y, we find that
VNT B = 8° = o| < 0p (1 ICO) 4+ 0p (14 VAT B = 1)) . (S.11)

Since v = Op[(1+ |CV|)/v/NT] it follows from this that vVNT||Bro — 8°|| = Op (1+[|lCD),

and therefore

VT ||Bro = 8° =4[ < 0p (14 1€, (8.12)
which is what we wanted to show. [ |

Proof of Example in Section 4.3 (Counter Example for v NT Convergence Rate).

Consider the DGP and asymptotic as described in the example in Section 4.3. Let £,(3)
be the profile objective function for R = 1, defined in (3.3). We want to show that for any
sequence Ay > 0 with Ayy = o( N™2) we have

min £ < min L} ) wpal. S.13
SR nr(8) BE[FO—Anr. B0t Any] nr(B) P ( )

This implies that H//B\l — ﬁOH cannot converge to zero at a faster than v/N rate.
What is left to do is to proof (S.13). We decompose Y —3-X = e—(8— )X = e;(8)+e2(8),

where

e1(B) = AM ) + (Mo ufo) o = (8= BN,

N
A (Nufr)

C
— N uP
ULy, T+ T

/
Mofit 5

with @ = u — a(8 — 8°)X. Since |A\:|| = OGN), ||zl = OWT), and Nuf, = Op(v/NT) we
have |les() — u|| = op(N). The matrix @ has iid normal entries with mean zero and variance
1+ a?(B — %2 According to Geman (1980) we thus have ||[@|?> = (1 + a?(8 — BO)*) (VN +
VT)? 4 op(N). Thus, as N,T — oo at the same rate we have

le2(8)* < (1 +a*(8 = ) (VN + VT)? + 0p(N). (S.15)

Note that rank(e;(f)) = 2, which implies that e; can be written as e; = Ae; B’, where A is an
N x 2 matrix satisfying A’A = 15, B is a T x 2 matrix satisfying B'B = 1, and €7 is a 2 X 2
matrix, namely

_ (BB S (M A >w>
- (HT Muf)fll] 0 : (S.16)

Using this characterization of e; as well as || \;||* = N +o(N), || fz]]* =T +o(T), |Msu'\.|* =



NT + 0p(NT), and || My, uf.||* = NT + op(NT), we find

lex (8)]”
= pufea(B)'e1(B)] = [1(B) @ (5)]

02 M LUz 2 c|| Az 2 fz Mzul)\a: ﬁ*ﬁo
— [( [FAls (%+ ||Ax||2(6—50)2> TIPSR )]

AP PNl 1M g W Aol (557 el
2N + NT(B — 822 ¢I'vVN(B — 3° )
s K C cT+¢N<5(ﬁ— 50% . Cgi . )] o {(m+ VNT |6 - 8)) }
= % (CZN + C2T + NT(B — ﬁO)Q + \/[02N + 62T + NT(B . 50)2]2 B 4C4NT)
Top {(m+ VNT|6 - ﬁ“)ﬂf] | s

The objective function for R = 1 reads

‘C}VT(B) = E(J)VT(ﬂ) — M1 [(Y -3 X)/ (Y -5 Xﬂ
=T [(V-38-X) (Y -8-X)]—m[Y-8-X)(Y—-5-X)]
= Tr(c'e) +2(8 — ) Tr(X'e) + (B — £°)*Tr(X'X)
— 11 [(e1(B) + ea(B)) (ex(B) + e2(B))]
=Tr(e'e) + (B — B°)*(NT + a>NT) + Op(VNT||B — 3°||) + op(NT |18 — £°|%)
— 111 [(e1(B) + e2(B)) (ex(B) + ea(8))] - (S.18)

We have
|,M1 [(61(5) + 62(5))1 (er(B) + 62(5))} — M1 [61(5)/€1<5)]|

< ’(61(5) + 62(5))/ (e1(B) + e2(B)) — 61(5)/61(5)”
< 2lex(B)[[ le2(B)| + lle2(B)II7, (S.19)

and therefore
|Lar(8) — Tr(ee) — (8 — B°)*(NT + a®NT) + |les (8) 7|
< 2[les(B) [ lea(B)I + [le2 (AP + Op(VNT||B = 5°1) + op(NT|IB = 5°%).  (S.20)

Using this inequality together with the results on ||e;(3)]| and ||e2(5)| above one can show that
(for details see below)

min L) > Tr(e'e) — T [emax(1, k) + 1 + &]* +op(N), S.21
BE[BO~ANT.BO+ANT] NT(B) B ( ) \[ ( 2 ], P( ) ( )
=f1(k,a,c)



and for By = B° + c(aNT)~Y/* we have (again, for details see below)

Lir(Br)
< Tr(e'e) — |2g(a, k) — a™?(1+ a®)k — 2¢(1 + k) g(a, k) — (1 + ff)ﬂ T+ op(N), (S.22)
) =ha(mae) i
where
1 K K\’
g(a,n)zé 1+/€2+%+\/<1+/{2+%) —4Kr2 | . (S.23)

For 0 < a < (1/2)*3min(x2, k%) and ¢ > —ZHV2AUR0VE VY 10 can show that fi(k, a, ¢) <

min(1,x)[1/2—a3/2 max(k,x1)]
fa(k,a,c) (for details on this below). Thus, for these values of a and ¢ we can conclude that
wpal

Ly7(8) > Li7(Byr) > Iﬂrg%{l Ly7(B). (S.24)

min
BEe[BO—AnT,804+ANT]

This is what we wanted to show. In the following we provide more details regarding how to
obtain (S.21) and (S.22) and fi(k,a,c) < fa(k,a,c).

# Derivation of (S.21): Remember Ay = o( N~1/2). Thus, for any 8 € [3°—Anr, 82+ An7]
we find from (S.15), (S.17), and (S.20) that

ler(B)||* = 2 max(N, T) + op(N) = * max(1, *)T + op(N),
le2(B)1> = (VN + VT)* + 0p(N) = (1 + 5)’T + op(N),
Lir(B) = Tr(e'e) — er(B)I* = 2llex(B) le2(B)I = lle2(B)I* + op(N)

= Tr(¢e) = ([lex(B) + llea(B))) + op(NV)
= Tr('e) — T [cmax(1, k) + 1 + &]* 4 op(N). (S.25)

4 Derivation of (8.22): We defined Byr = 8°+c(aNT)~4. From (S.15) we find ||es(8)]|2 =
e
(1+k)*T +o0p(N) as before. Furthermore, we find from (S.17) that el(ﬁNT)H =c*Tgla,k)+
op(N). Equation (S.20) thus gives

Ly7(Bnr)

< Tr(ele) + PaV2(1 + a)kT — (31(23”1\@)“2 +2 Hel(gNT)H Heg(ENT)H + He2(§NT) i + op(N)

= Tr(e'e) + |Fa V2 (1 + a®)k — Ag(a, k) + 2¢(1 + k) g(a, k) + (1 + /<;)2] T+ op(N). (S.26)




# Show that fi(k,a,c) < fa(k,a,c): Recall
fi(k,a,¢) = (max{l,k}c+1+r)= max {1,k } ¢ + 2max {1,x} (1 + k) c+ (1 + k)%,

= aﬁ—1+a2f€ 02— K a,rR)C — Fu'2
folkiae) = (g<, )- 1 ) 21+ #) Vg lam)e — (14 w)E.

Note that f5 (k,a,c) — fi(k,a,c) is a quadratic polynomial in ¢, namely

fo(k,a,¢) — fi (k,a,¢) = hy (a, k) & — 2hy (a, k) ¢ — hs (K), (S.27)

where

1+ a?
hi(a,k) = gla,k) — /-i—max{l,ﬁ},
Vva

hy(a,k) = (1+k)vg(a,k)+max{l, sk} (1+r) >0,
hs(k) = 2(14k)°>0.

We first want to show that hy (a,x) > 0. By assumption we have a = € min {x?* £ 2} with
0<e< (1/2)1/3. Suppose that k > 1, i.e. a = 2—22 Then, we have

hl ((l, Ii)
1+ a? 9

:g(CL?K)_ \/a

I
N | —
|
mw|mm
+
| = —N—
N | —
N
[a—
+
A=
N———
+ +
NN —
N\
—
+
N | =
N————
[\V)
+
VRS
oAl
|
[\
N———
;Rwlp_l
+
L] =
|
VRS
[a—y
+
a |
N———
;TM

where the first strict inequality holds since

1\2 2 1 1 1\2 1
\/(1+—> +(——2)—2+—4>\/<1+—> =1+ -.
€ € K K € €

Analogously one can show that h; (a, ) > k?(1/2 — €3k?) > 0 for k < 1. Since hy (a, ) > 0 and
hs () > 0, the quadratic equation h; (a, k) ¢® — 2hy (a, k) ¢ — hz (k) = 0 has two real roots, the




larger of which reads

ho (a, k) + \/hg (a,k)* + hi (a, &) hs (k)

Chnd ((I, ’%) = hl (Cl H) )

and we have fs(k,a,c) — fi(k,a,c) > 0if ¢ > cpnq (a,k). Since Jx +y < o + /y for all

positive numbers z, y, and hy (a, k) hs (k) < 2hs (a, k)* we have

2hs (a, k) + \/h1 (a,K) hs (k)
hi(a, k)

< (24 V2)

Chnd (CL7 Fd) =

hy (a, k)

Above we have already shown the lower bound hy (a,x) > min(1, £?)[1/2 — € min(k? £72)] =

min(1, x2)[1/2 —a*? max(k, x~')]. In addition, we have g(a, x) < 3max(1, x?)/y/a and therefore
hy (a, k) < max(1, k) (14 &) (1 + v/3a=*). Thus,

(2+v2) (14 k) (1 +v3a" V4

min(1, x)[1/2 — a3/2 max(k, k)] (5.28)

Cond (@, k) <
Our assumptions guarantee that c is larger or equal to the rhs of the last inequality, i.e. also
C > Cbnd (CL,I{) and fg(li,a,C)—f1<I€,a,C) > 0. u

Proof of Theorem A.2 (N3/* Convergence Rate of BRo). The result follows from Theo-
rem S.5 and Lemma S.8 below. |

Proof of Theorem A.3 (Asymptotic Equivalence of BRO and ER, R > R"). The result fol-
lows from Corollary S.10 and Lemmas S.8 and S.12 below. |

Proof of Lemma A.4 (Justification of Main Text High-Level Assumptions). See Sec-
tion S.4.2 below. [ ]

Proof of Lemma A.1 (Spectral Norm Bound for Random Matrices). Let ¥, n, ¥, x
be the N x N matrices with entries X;;, 1;;, ¥;; and x;;, respectively. Assumption (i7) of the
Lemma guarantees that

EllnllEs = ) E() = O(N?), (5.29)

ij=1

from which we conclude that ||n||zs = Op(IN). Analogously, we find that assumption (iv) of
the Lemma implies || x| ms = Op(N). Furthermore, assumption (¢ii) of the Lemma guarantees

that || V]| gs = /> 7.y % = Op(N?). Since n* = NW 4+ N'/?x we thus have

ij=1
1n*llzzs = IN® + N2 x5 < N[ ¥las + N2 x5 = Op(N*72). (5.30)
Since ¥ is a symmetric positive definite matrix we have ||X|| = p1(X), i.e. by assumption (i) of

the Lemma we have | X|| = O(1).



Using the above results on ||n]|zs, [|7?||zs and ||X||, and the fact that ee’ = TS + T2y, we
obtain

lel[* = [I(ee") Il < [I(ee") s = I(TE +T"20)*||us
< T2 || as + 27| S0l as + Tlln?|| s
< TEN'2Z|P? 4272|1210l as + Tlln? [l ms
= Op (T*N'? + T32N + TN*?) = Op(N°/?), (S.31)

where in the second to last line we applied the general matrix norm inequalities [|A|lgs <
rank(A)||A|| and ||CD||H5 < |ICIID|lgs with A = X2 C =X and D = n. We thus conclude
that |le|| = Op(N®/®). [

S.2 Details for Quadratic Approximation of L',?VT(B)

The following extends the discussion in Section 4.2 and Appendix A.2 of the main paper. Using
the perturbation theory of linear operators we provide an asymptotic expansion of the least
squares objective function £%(8) when R = R®. Lemma S.1 is the key result of this section,
which is afterwards used to show Theorem 4.2. The proofs for the intermediate results of this
section are provided in Section S.6 below.

This section is only concerned with R = R°, in which case we write N = ARo and f FRo
It is also convenient to define )\(6) and f (5) as the minimizers of the LS objective for different

values of 8. We have A = X(B\RO) and f = f(ﬂRo) Finally, we define M5(8) := My and

M#(B) == M7 4, and the residuals eB)=Y-p0-X— X(ﬁ)f’(ﬁ)

S.2.1 General Expansion Result and Proof of Theorem 4.2
Definition 1. For the N x R matriz \° and the T x R° matriz f° we define

w00, 1) = e WO = |50 o0),

A (A0, ) = \/ % o (A FOF020Y (8.32)

i.€. dpax(AY, f0) and duin(\°, f0) are the square roots of the mazimal and the minimal eigenvalue
of N fOFfYNO/NT. Furthermore, the convergence radius ro(A°, f0) is defined by

Adpax (A0, FO 1 -
T’O()\Oij) _ ( mm(()\o f];)) + 2dmax()\0’f0)> . <S33)

10



Lemma S.1. If the following condition is satisfies

ZW @c\\'/XL“ \Jl < ro(\" f°) (S.34)
k=1

then

(i) the profile least squares objective function can be written as a power series in the K + 1
parameters €y = |le||/VNT and e = 2 — By, namely

[e's) K K
‘CS)V _NLZ Z Z Z €ky €ko --'ekgL(g) ()\07 foa Xk17Xk27"'7Xk9)’
g=2 =0 =0

k1 k2 kg=0
where the expansion coefficients are given by*

L(g) (/\07 f07 ka Xk27 B 7ng) = Z(g) ()\07 f07 X(kp Xk27 s Jng))

1 r~
— 4 [L(g) (A%, £, Xiys Xis -, Xi,) + all permutations of ki, . .., k:g] ,

i.e. L9 is obtained by total symmetrization of the last g arguments of 2
z(g) (AO) f07 X/C17 ng) B 7ng)

g
- Z (=1t Z Tr (S(ml) 7;(1?.1.) G(mz2) — glmp) 7'(1];1;) S(mp+1)> ,
p=1

vi+...+vp=g
mi+...+mpy1 =p—1
2>2vij>1, mj >0

with

SO = _ 1 | G(m) _ [)\0()\0/)\0)71(fOlf())fl()\Ol/\O)fl)\Ol]m form > 1,
T =X Y X+ X 0N T8 =X Xp,, fork ki ke =0.. K,
VNT
el
'Here we use the round bracket notation (k1,ka, ..., kg) for total symmetrization of these indices, e.g.
E®) (3, Xeys Xioy) = § [E (0 12, X1y, X) + I (40, £, Xi, X0,)|-

20ne finds L 1) (A%, f9, Xy, Xy, ..., Xi,) = 0, which is why the sum in the power series of L. starts from
g = 2 instead of g = 1. For ¢ =2 and g = 3 we have

XOI XkIXk, fO’I“]{Zle

L@ (X 2, Xy, Xi,) = Tr (Mo Xg, Mo Xy,)

1 _ _
L@ (X0, £ Xy, Xy Xiy) = — 3 | (Mo Xy, My X7, O (AYXO) 7L (£ fO) 71 Y X))

+ 5 permutations of ky ... k3|.

11



(ii) the projector M5(B) can be written as a power series in the same parameters e, (k =
0,...,K), namely

o K K K
:ZZZZ €k16k2...EkgM(g)(/\(),fO,Xkl,Xk27...,X]€g) s
g=0 k1= = kg=0

k1=0 ko=0
where the expansion coefficients are given by MO(\°) fO) = Myo, and for g > 1

M(g) ()‘Oa f07 Xk17 X/Cza S 7ng) - M(g) ()‘Oa f07 X(k’17 nga B an:g))

1 r—
=~ [M(g) (Xkl, KXy« - ,ng) + all permutations of k1, ..., kg} ,
g!

i.e. MY s obtained by total symmetrization of the last g arguments of

9 <)\Oa f07 Xk17 Xk:za s 7ng)

g9
SSpn Y s s s

g
vi+...+vp=g
mi+...+Mpy1 =p
2>v;>1, m; >0

where S, 7;(1), 7;(12,22, and Xy are given above.
(iii) For g > 3 the coefficients L9 in the series expansion of LY(B) are bounded as follows

1
7 | L0 1 Xy Ky, Xy

Rgdmm(koyfo) <16 Arnax(\”, f”))g [ X0 | 1 Xkl [ Xk
B 2 d2 5, (A0, f0) VNT VNT =~ /NT '

Under the stronger condition

IXell el din(X°, £°)
Z |6 — B| /— NT = 16 dpae (N0, [0 (S.35)

we therefore have the following bound on the remainder when the series expansion for
L%+(B) is truncated at order G > 2:

¢ K K
1
‘C(])VT(ﬁ)_ﬁ SN D e e, L9 (N Xy, Xy, X))

g=2 k1=0 ky=0

R(G+ ) G+1d2 ()\O’fO)

min

= 21 — a)? ’

12



where

16 dipax (N, 19) X
2L (N0, £9) (Z!ﬁk Br| H/—kH ’/—‘e‘| > <l.

(iv) The operator norm of the coefficient M9 in the series expansion of M () is bounded as
follows, for g > 1

16 dinax (A’ fo))g [ Xk, || 1] X | || Xk, |
M9 (X, 0, Xy, Xy, X ( — ! 20 9l
H ( f k k k‘q)H = 2 mm(}\o fo) 'NT VNT 'NT

Under the condition (S.35) we therefore have the following bound on operator norm of the
remainder of the series expansion of Ms (B), for G > 0
G K K
HMX(B) Y Y e, MO (X, 0, Xy Xy X)) '
(G+1)a*!
— 2(1—a«)?

Proof of Theorem 4.2 (Quadratic Approximation of £%(3)). The R° non-zero eigen-
values of the matrix AY fOfY\°/NT are identical to the eigenvalues of the R® x RY matrix
(fOFOITYV2(DONY /N)(fOF/T)~1/2, and Assumption SF guarantees that these eigenvalues,
including dyax(A°, f0) and dpin(A°, f°) converge to positive constants in probability. Therefore,
also 19(A\°, f0) converges to a positive constant in probability.

Assumptions SF and SN furthermore imply that in the limit N,7 — oo with N/T — k2,

0 < kK < 00, we have
)0 0 NOCAE 07 £0\ —1
P omy, V0,0, H( ) o, H (5F)
— 0p(1), lell. _ o, (N1 (S.36)

= OP(l) )

VN
| Xkl
vVNT

Thus, for |8 — 8°]] < enr, enr = 0o(1), we have a — 0 as N,T — oo, i.e. the condition (S.35)
in part (iii) of Lemma S.1 is asymptotically satisfied, and by applying the Lemma we find

1 —r lell N s
W(EO)Q L(g) (AoaanXk’U"')XkraXOa"-aXO):OP((W =Op <N 2 )7
(9.37)

where we used 69Xy = e and the linearity of L (X°, f°, X, Xy,,...,Xy,) in the arguments
Xj. Truncating the expansion of £%,(3) at order G = 3 and applying the corresponding result

13



in Lemma S.1(iii) we obtain

K

D e L (N 0 Xy, Xi,)
k1,k2=0

E?VT(ﬂ) :L

K
+ Z €k1€k26k3L(3) ()‘07 foa Xklekw XkS) +Op (044)

o1 k2, k3 =0
2 (58 (CW 4 c®

(3 (004 0®)

+ (8= 8 W (8= B°) + LNT"(8) (8.38)
where, using (S.37) we find

,C(]]\}r;m :— Z EklekQEOL /\O fo kangaXO)

k1 ko=1

L1
NT

K

Z €k1€k2€k3L(3) ()\07f07Xk17Xk27Xk3)
k1,k2,k3=1

(Zwk o L2 'F)Ll _@Pw%y

=0p (|18 = 81PN ""2) + Op (I8 = 1) + O (I = BN ")
+0p (16 =8°IPN") +Op (18 = B°IPNT2) + Op (18 = 8°1*) - (S:39)

4
Here Op {(\ﬂ%) } is not just some term of that order, but exactly the term of that order con-

4
tained in Op(at) = Op [(ZkKl 18Y — Byl !/XL” ﬁ) } This term is not present in £\ v (B)

since it is already contained in £%,1(8").> Equation (S.39) shows that the remainder satisfies
the bound stated in the theorem, which concludes the proof. |

4
3 Alternatively, we could have truncated the expansion at order G = 4. Then, the term Op [(\/I;[LT) }

would be more explicit, namely it would equal - eéL(‘l) (/\0 1o, XO,XO,XO,XO) which is clearly contained in
L7 (B%).

14



S.2.2 Expansion of Other Quantities

Lemma S.2. Define the pseudo-inverses (\fO) = fO(f¥ )L (AYAO)=INY and (fON)T =
A AN L (fY =L £V Under the assumptions of Theorem 4.2 we have

K

M5(8) = Mo + M D= (8= 8) M+ M)

k=1

Mw

M(B) = Mpo + M) + M) —

7 (Be = ) MY+ M (5)

k=1

where the expansion coefficients in the expansion of Ms(f) are N x N matrices given by

M/(\l) - _ M)\o e ()\Ojc-O/)]L . (fO)\O/)T e M)\o :
X(;(k = — Mo X (A fO) — (fOA")T X} Myo
M = Myoe (A7) e (A FO) T+ (fOA™)T €/ (fOAY)T € Mo
— Myoe Myo e (AT (A FNT — (FOA)T (A f2) T e Mo € Mo
— Mo e (X fO)(FOX)T e’ Myo + (FON") e Myo e (A F)T,
and analogously we have T x T matrices
M](?le) — — Mypo e (fOA)T — (W™ e Mo,
MJE}))M — — Mo X} (fOAN — (A X; Mo
M](?Qe) _ Mfo e (fO/\O/)T e (fO)\O/)T + ()\OfO/)T e ()\OfOI)T e Mfo
— Myo e Myo e (A’ fO)T (fOAYT — (A2 £ (FON)T e’ Myo e Mo
— Mo € (fOA")T(XOF") T e Myo + (A f*) e Mpo €' (fOA”)T.

Finally, the remainder terms of the expansions satisfy for any sequence cy7 — 0

po]

{ﬁillﬁfSB%IH)chT} 18— B2+ N-12|8 = po| + N-32  ~F (1),
[

s —0p(1).

(B18-80<enry 18 = B2 + N7V2{|B — O + N—3/2

Lemma S.3. Let (\°f)" and (fOA\)T as defined in Lemma S.2 above. Under the assumptions
of Theorem 4.2 we have

Mx

() = My e Mo+ 20 + (61— 5) (F0 +820) + 2 (5)

k=1

15



where the N x T matriz valued expansion coefficients read

&% = Mo Xj Mo ,
e = — Mo Xy Myoe' (fOAY) — Myoe Mo X;(fON”)T — (FOA)F X} MyoeM o
— (fOAYF e/ Myo X Myo — Myo Xp (A f) eMpo — Myoe(N°f*)T Xy Mo
Y= —MyoeMpe (fOA) — (fOANT ' Myo e Mpo — Myoe (A’ f¥)T e Mjo ,
) = MyoeMpo e (fOAY)T e/ (fON)T — MyoeMpo € Myo e (A fO)T (fON)T
— MyoeMyo ' (FOAN)T (A F) e Mo + Myoe (A f¥)eMyo e (FOAY)T
+ (FOAN e MyoeMpo e (fOA)T + Myo e (A f)Te(Af) e Mo
+ (FOANT e Myoe( N fO) e Mpo + (fOX)T e’ (fOA)T e MyoeM o
— (fOANT A YT e Mo €' MyoeMpo — Myo e (A )T (FOAY)T € Myoe Mo |

Cb/}\ @Cb/)\

and the remainder term satisfies for any sequence cyp — 0

. Jet=ms)]
(B:18-8 <enr} NIB = B>+ 1|8 — B° + N1

= 0p(1) .

S.3 Details for N¥*-Convergence Rate of BR

This section extends the discussion in Section A.3 of the main paper. We provide the high-
level Assumption HL1 under which N3/4 (63 - ﬁo) = Op(1) can be shown, see Theorem S.5

below. Lemma S.8 then provides the connection between our main text assumptions and As-
sumption HL1. The proofs are provided in Section S.6 below. Combining Theorem S.5 and
Lemma S.8 yields Theorem A.2 in the main text.

We first note that equation (3.3) implies that

S oY -8-X) (Y -5 X))

= Lr(8) ~ 5z S me DA (540

1

EﬁT(ﬁ) = ﬁ?VT(ﬁ) - ﬁ

The extra term - f:RO-‘rl w [(Y = B-X) (Y — B-X)] is due to overfitting on the extra fac-

NT
tors. In the second line of (S.40) we used that € (3)e(3) is the residual of (Y — 8- X) (Y — 8- X)
after subtracting the first R° principal components, which implies that the eigenvalues of these
two matrices are the same, except from the R" largest ones which are missing in €'(3)e(3). The
decomposition in equation (S.40) together with the expansion result for () in Lemma S.3 give

rise to the following Lemma.
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Lemma S.4. Under Assumption SF and SN and for R > R° we have

R—RY
1

o D M AB]+ L (B),

r=1

‘CﬁT(ﬁ) = 'C(])VT(/B) -

where A(B) = Mo [e — AB - X] Myo [e — AB - X] Mo, with A3 = 3 — °, and for any constant

¢ > 0 we have

‘Lfﬁrﬂem,l(ﬁw 1
sup =0, (—) :
(avNs-pl<e VN +VNT |8 = 50| NT

The following high-level assumption guarantees that the S-dependence of = Zf;lRO wr [A(B)]
is small, so that apart from a constant the approximate quadratic expansions of £, (3) and
L%+(B) around 3° are identical.

Assumption HL1 (First High-Level Assumption on Matrix Spectra). Let A = §—°
and

diB)=>_ {MT [Myo (e — AB - X) Myo (e — AB - X) Myo]
— pr [Myoe' MyoeM o] — pi, [Myo (AB - X) Myo (AB - X)) Myo] }

For all constants ¢ > 0 we assume that

sup max[d(ﬁ)a 0] - Op (1) '
(Vs <c} VIN + N34 8 — 80| + N2||8 — 39|12/ log(N)

Combining Lemma S.4 with this high-level assumption yields the following theorem.

Theorem S.5. Let R > R, let Assumptions SF, SN, NC, EX and HL1 be satisfied and
furthermore assume that CY = Op(NY*). In the limit N, T — oo with N/T — k2, 0 < k < 00,

we then have N3/* (ER — ,60> = O0p(1).

The theorem follows from the inequality £E,(Br) < L£E,(3°) by applying Lemma S.4,
Assumption HL1, and our expansion of £3,,(3). The detailed proof is given below.

S.3.1 Justification of Assumption HL1

We first present two technical Lemmas, which are used to show Lemma S.8 below.

Lemma S.6. Let g be an N x ) matriz and h be a T x Q) matriz such that ¢'g = h'h = 1.

17



Let U be an N x T matriz and C' a Q x Q matriz. Assume that rank[(U'g, h)] = 2Q. Let*

Amax - max [,ur(glUU/g) — Hr4+Q-min(Q,R) (g/UU/g)} .

re{1,2,...min(R,Q)}

We then have

R
> e [(U+gCHY (U + gCl)]

r=1

R
S Zﬂ'r (U/U + ||g’UU/g|| P(MU/gh> + AmaxP(U’g)>

r=1
min(Q,R)
+ Y e (CC'+gURC + CHU'g).
r=1
Lemma S.7. Let e be an N x T matriz, whose columns e;, t = 1,...T, are distributed as
e; ~ 1dN(0,%), where ¥ is a symmetric positive definite non-random N X N matriz with
eigenvalues 1y (%), ..., un(3). Let A be a symmetric positive definite non-random T x T

matriz with rank(A) = Q. Let n be the number of eigenvalues of ¥ that is larger or equal than
|A||/T, i.e. n < N is the largest integer such that p,(X) > ||A||/T. Consider an asymptotic
where N, T, n — oo jointly, while QQ and R are constant positive integers. We then have

Z“’" (e+ A) — Zur (€'e) = Op (x/(N —|—T)T/n) :

The following Lemma connects Lemma S.5 to the main text.

Lemma S.8. Let R > R° and let Assumptions SF hold. Let either Assumption DX-1 or DX-2
be satisfied. Consider N, T — oo with N/T — k?, 0 < k < co. Then Assumptions SN and HL1
are satisfied. If, in addition, Assumption EX holds, then we have CV) = Op(N/4).

Combining Theorem S.5 and Lemma S.8 we obtain Theorem A.2 in the main text.

S.4 Details for Asymptotic Equivalence of B\ ro and BR

This section extends the discussion of Section A.4 in the main paper. By applying the expansion
of €() in equation (S.40) to the expression for L&,.(3) one obtains the following.

Lemma S.9. Under Assumption SF and SN and for R > R° we have

R—RO

LRr(8) = L2r(8) — i S e [BUS) + B'(B)] + L™ (6),

4Note that Apax = 0 if R > Q, and that Apax < a1 (g'UU’g) — ug(g’UU'g) for R < Q.
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where

B(B) = Mo [e — (B—°) - X]' My [e — (B = 8°) - X] My
= Myoe' MyoeMpoe! N(N"N°) 7 (f7 1) 7
+ Mfo [(5 _ BO) X — e}/MAoefO(fD/fO)_l()\OIAO)_l)\Olero
+ Mypoe' Myo [(8—5°) - X] OS2 FO) T AYX) XY e M po
+ Mypoe' Myoe fO(f” ) AYA) TN [(8 — 8%) - X]| Mo
4 Bleeee) 4 Mo B(rem,l)( ﬁ) Pyo + Ppo prem.2) Py,

and

B} = —Mjoe' MyoeMpoe' A’ (AYA2)H(f fO)HAYA0) T AYeM o
+ MfoelM)\Oefo(fOIfO>_1(/\0/)\0)_1/\0/6f0<f0/f0)_1()\0//\0)_1)\0/er0
. %Mfoe/M/\oefo(fO/fo)_l()\O/AO)_I(fO/fO)_lfO/e/M)\oero
+ %Mfoe/AO()\O/)\%fl(fO/fO)flfO/e/M)\OefO(fO/fO)fl()\0/)\0)71)\0/er0 )
Here, B Y(B) and B2 are T x T matrices, B2 is independent of 5 and satisfies
| BEem2) || = Op(1), and for any constant ¢ > 0

B(rem,l)
sup | Bl __o,0),
(BVNIs—pol<cy L + VNT |8 = B°

2R (o)| I
>2:%<NT)‘

sup
(BvN|s-pol<et (1 +VNT || — |

Here, the remainder term £33 (53) stems from terms in & (5)e(f) whose spectral norm is

2
smaller than op(1) within a v/N shrinking neighborhood of 3 after dividing by (1 +VNT |5 — ﬁoH) :

Using Weyl’s inequality those terms can be separated from the eigenvalues p, [€/(5)e(3)]. The
expression for B(f) looks complicated, in particular the terms in B¢*®). Note however, that
Blee9) is B-independent and satisfies ||B¢¢®)|| = Op(1) under our assumptions, so that it is
relatively easy to deal with these terms. Note furthermore that the structure of B(f) is closely
related to the expansion of L3, (3), since by definition we have L3,(8) = (NT)~'Tr(¢'(8)e(B)),
which can be approximated by (NT)™'Tr(B(8) + B'(3)). Plugging the definition of B(f3) into
(NT)™'Tr(B(B) + B'(3)) one indeed recovers the terms of the approximated Hessian and score
provided by Theorem 4.2, which is a convenient consistency check. We do not give explicit
formulas for Bte™1(3) and Brem?) hecause those terms enter B(S) projected by Pjo, which
makes them orthogonal to the leading term in B(3) + B’(/3), so that they can only have limited
influence on the eigenvalues of B(/3)+B’(3). The bounds on the norms of B*™(3) and Bre™?)
provided in the lemma are sufficient for all conclusions on the properties of u, [B(8) + B'(3)]
below. The proof of the lemma can be found in the section S.6 below. The lemma motivates
the following high-level assumption.

Assumption HL2 (Second High-Level Assumption on Matrix Spectra). For all con-
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stants ¢ > 0

S (e [BS) + B'(B)) - e [B(8) + B'(8°))}| (1)
{BrNW‘*llﬁr—)BOHSc} (1+ \/Wﬂﬁ — BY)2 = OpP\1);

where B(B) was defined in Lemma S.9.
Combining Lemma S.4, Assumption HL.2, and Theorem 4.2, we find that the profile objective
function for R > R° can be written as
2

£51(9) = Lha(5) = (9= 1) (O + C%) + (3= )W (5= ) + £3™(9)

with a remainder term that satisfies for all constants ¢ > 0

R,rem,2

. [cirm2(8) :%(1).

: L
(B:N3/4]1 50| <c} (1 +VNT |8 - 50”) e

This result, together with our N*/*-consistency result for B R, gives rise to the following corollary.

Corollary S.10. Let R > R, let Assumptions SF, SN, NC, EX, HL1 and HL2 be satisfied and
furthermore assume that CY = Op(1). In the limit N,T — oo with N/T — k2, 0 < k < 00,
we then have

VNT (BR - 50) =W (CD 4+ CD) 4 op(1) = Op(1).

The proof of Corollary S.10 is analogous to that of Corollary 4.3. The combination of both
corollaries shows that our main result holds under high-level assumptions, i.e. the limiting
distributions of Sz and [ro are indeed identical.

S.4.1 Justification of Assumption HL2

The following is a technical lemma, which is crucially used in the proof of Lemma S.12 below.

Lemma S.11. Let A and B be symmetric n X n matrices, and let A be positive semi-definite.
Let 1 (A) > pa(A) > ... > pn(A) > 0 be the sorted eigenvalues of A, and let vy, vo, ..., Vy
be the corresponding eigenvectors that are orthogonal and normalized such that ||v;|| = 1 for
i=1,...,n. Let b=max; 1, |ViBvj|. Let r and q be positive integers with r < ¢ < n, and

let 37 b (pr(A) — pi(A)) 1 < 1 be satisfied. Then we have

(g—1)b

n b
2 =g (A (A)

ie(A+ B) = ()] £ —

The following Lemma provides conditions under which Assumption HL2 is satisfied. It
crucially connects the current section with the main text.
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Lemma S.12. Let Assumptions SF, SN and EV hold, let R > R° and consider a limit N,T —
oo with N/T — k%, 0 < k < co. Then, for all constants ¢ >0 andr =1,..., R — R we have

sup | (B(B) + B'(B)) — pr| = 0p(1),
{B:N3/4 550 <c)

which implies that Assumption HL2 is satisified.

S.4.2 Sufficiency of Low-Level Assumptions in Main Text

The following Lemma summarizes some properties of the singular value vectors v, and w, of
MjoeMyo for the case where e; is #id normally distributed. Those properties are used in the
proof of the main text Lemma A.4 below.

Lemma S.13. Let Assumption LL hold and let v, and w, be defined as in Assumption EV.
Then the following holds.

(i) Let v be an N-vector with iidN(0,1) entries; let w be a T-vector, independent of v, also
with iidN(0,1) entries; and let v and W be independent of \°, f°, Xy, and X3 and ePjo.
Then, for all r,s =1,...,min(N,T) — R® we have

Ur . HM/\U/?FH_IM)\O:J

Wg d HMfo{DH_leof@ ’
where =4 refers to equally distributed. Furthermore, the squares of || M|~ and || M pow|| ™
have inverse chi-square distributions with N — R® and T — R° degrees of freedom, respec-

tively, which implies that for every & > 0 there exists a constant ¢ > 0 such that we
have

13 13
E(WHM@H—Q < E(\/:Fanow“—l) <e

for all N > 4¢ + R® and T > 4¢ + RC.

(ii) There exists € € [0,1/12) such that as N,T become large we have

T
_ —1/24¢
max g Wy Wst—r| = Op(T / ),
TS, T
t=7+1

where r,s =1,..., min(N,T) — R® and 7 =1,2,...,T — 1.

(111) The matrices PyoePro, PyoeMpo, MyoePpo and MyoeMyo are all mutually independent, and
their entries have uniformly bounded moments of arbitrary order.

The proof of Lemma S.13 is given in section S.6.3 below.

Proof of Lemma A.4 (Justification of Main Text High-Level Assumptions). # First,
we show that Assumptions SN, EX and DX-1 are satisfied, and that C) = Op(1):
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Since ey is iid N(0,02) we have ||| = Op(v/N) as N,T grow at the same rate, see e.g.
Geman (1980). This also implies that | XFek|| < S2°° |v,||le]l = Op(VN). Assumption LL
therefore implies that Assumption DX-1 holds with X, = X s )Af,?eak and 3 = 02?1. Note that
for this ¥ we have ¢'Sg = 0?1g = ||¢'Sg]|1lg and p,(X) = 0% = ||¢’Sg]| for all n. Assump-
tion DX-1 also implies that Assumption SN holds, as also noted in Lemma S.8.

Since we assume that I | X | is uniformly bounded we have E~=Tr(X[ Xy) = w7 i EXL =
O(1) and therefore Tr(X;Xy) = Op(NT). We also have E [Tr(Xye')?| Xy] = o*Tr(X; X},) =

Op(NT), and therefore \/%Tr(Xk e') = Op(1), i.e. Assumption EX holds. By replacing X}

with Myo X3 Mo in the previous argument we also find that CV) = Op(1).

2
# Assumption EV(7) holds for any ¢ < ¢pax = Imy 700 (\/N + \/T) /N, because from

Theorem 1 in Soshnikov (2002) we know that pr_ro/N — Cmax = Op(N2/3). Some more details
are given below.

# We now show that Assumption EV(ii) holds with gyr = log(N)N'/®. Without loss of
generality, we set o = 1 in this part of the proof. We want to show that gyr = log(IN)N'/® also
satisfies

e

avr(T = RO ~ pppo—pe

T=4NT

where p, = p,/(T — R"). Note that it is not important whether the sum runs to Q@ = N —
RY or Q = T — R, since the contributions of small eigenvalues between » = N — R° and
r = T — RY are of order Op(1) anyways. Without loss of generality let limy oo N/T =
k? < 1 in the rest of this proof (the proof for k > 1 is analogous, since all arguments are
symmetric under interchange of N and T). Let puyr = [(N — R")Y2 4+ (T — R0)1/2]2, ONT =

(N — R)M2 4 (1 = ROY2] [(N = RO)~2 4 (T — B2 % = limy o v /(T — R) =
(1 + k)%, and z = (1 — k)% From Theorem 1 in Soshnikov (2002) we know that the joint
distribution of oy(p1 — UNT, P2 — UNT, - - - PRO+1 — HNT) converges to the Tracy-Widom law,
i.e. to the limiting distribution of the first R® + 1 eigenvalues of the Gaussian Orthogonal
Ensemble. Note that on7 is of order N2, and that the Tracy-Widom law is a continuous

distribution, so that the result of Soshnikov implies that
T — MR—RO = OP(N_2/3) s ([I,R_RO — IUJR—RO-FI)_l == OP (N2/3) . (841)

The empirical distribution of the j, is defined as Fyr(z) = Q1 23:1 1(pr < x), where 1(.) is the
indicator function. This empirical distribution converges to the Marchenko-Pastur limiting spec-
tral distribution Frsp(x), which has domain [z, 7], and whose density fisp(z) = dFisp(z)/dz
is given by

1

2TK2x

Jusp(@) V(@ —a)(z—z). (S.42)

An upper bound for frgp(z) is given by 5—>-+/(T — z)(T — z), and by integrating that upper
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bound we obtain

2
- 3/2 _
1 - Figp(z) < a(T—2)*?, = Sty (5.43)
From Theorem 1.2 in G&tze and Tikhomirov (2007) we know that
sup |FNT(QJ) — FLSD(Z’)’ = OP<N71/2> . <S44)

Let c1 vy = (2N1/2+ﬂ and ¢y N7 = (2]\73/4}, where [a] is the smallest integer larger or equal
to a. Plugging in x = p,, ,, into the result of Gotze and Tikhomirov, and using Fyr(u,) =
1—(r—1)/N, we find

_ 3/2 cint — 1 _
@ (7 = o) 2 1= Fusp(per ng) = =9 + Op(N7/2)

> N~Y2e wpal. (S.45)

Using this and (S.41) we obtain (up_go — jie,)"* = Op (N1/3*2/36). Analogously one can show
that (up_ro — fie,)t = Op (Nl/ﬁ). In the following we just write ¢, ¢; and ¢ for gnr, 1 N7
and ¢y y7. Combining the above results we find

c1—1 co—1

DS et D Sprart D Wrare

MR RO — My HR—RO — My qn MR RO — My qnz

< C1 4 Co 4 Q

qn(pir-ro — BrR-Rro+1)  qQN{HR-RO — He;)  qNfiR—Ro — flcy)
= Op(1) + Op(N~V125/3) L Op(N~9) = Op(1) .

HR—RO — Hr

This is what we wanted to show.
# We now show that Assumption EV(4ii) holds with gyr = log(N)N'/6. Define

dg\l,%,, = max 0! Xywsl, dﬁ; = max ||v,.ePpo||, d§3>T = max ||w.e' Pyol|,
dg% — N3*max |0, X Ppol|, dﬁ?} — N3*max ||w,. X} Poll. (S.46)

Furthermore, define dyr = max <1, dg\l,)T, d%)T, dSE)T, dgé)T, dgf%) Then, Assumption EV(iii)

can be summarized as dyrqnr = op(N'*), i.e. given our choice of gyr we need to show that
dyr = op(N'/1?/log(N)).

We decompose X = X(A) + X(B , where X( ) = X, + X(S”) + 3 v fePyolis» and
X ,gB) = 23;11 YrleMypo)it—r. Note that X, () contains the strictly exogenous part of the regres-

sor Xy, but also contains the part of X,vafk, which is independent of MyoeM;o, i.e. X,EA) is

B)

independent of p,, v, and w,. X ,5 is the part of the weakly exogenous part )?I:v;a?k that is not

independent of p,., v, and w,. Following the decomposition X; = X ,ﬁ“’ + X IEB) we also introduce

(1) (B,1) (4)

the corresponding decomposition of dy; = dg\’;‘fl) +dy7 ', where d%‘;) = max, s [v. X, w,| and
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dng” = maXT sk |l )Nc Bi,|, and analogously we define dEVT ), dS\J,ST4 ,d?) and d(BT’5). Note that
d( < d et d( NT ) and analogously for d N and dNT

Usmg Lemma S.13 and Holder’s inequality we have for sufficiently large N, T

25
E | o’ X Pw, X,EA)]
i 25
g [P X M|
[ M| | M pow]| ‘

1
=E | [ VN|Mod| VT || Mpow| ! | ——=
_< NT ot

< {i (VR )} (v )}

26
(\/_Z,Q\);{Dt MAOX( Mfo]zt>

13

ity [Myo X Moy X

25/26

X

<C

1 2
7 2 (Mo X Mo
it

where ¢ satisfied 2/€ +1/26 = 1/25, and C' is a global constant. Here, as everywhere else in the
paper and supplementary material, we implicitly also condition on A\° and f°. Since we assume

26
that B |(Myo XM o)i|*® and therefore also E |(Myo X\ Mjo)s,

is uniformly bounded we thus

obtain that [ [ v, X ,gA)

25
Wy 1 is also uniformly bounded. We thus conclude that

25
B (maxl XVl ) = (mox o (V) < B (Z |v;X,§A>wS|25) —o(W), (547

T8

which implies that dg\’;l:’pl) = Op (N¥%) = 0p(N12/1og(N)).
We have

dyy = N~ max o] X Ppo|| < N7%* max ||l X[V

< N_3/4ﬁmax|v;X,£ﬁ)|
< N=4T maxzvmx,gf;g, (S.48)

where t = 1,...,T, and we applied the inequality ||z| < v/T max; %, which holds for all T-
vectors z. The remaining treatment of dx‘})T is analogous to that of dS\l,)T Using Lemma S5.13
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and the assumption that (MyX});; and thus also (MyoX ;.EA))it has uniformly bounded 8’th

moment one can show that £ Uzl]\il Vi X it

7
} is also uniformly bounded, which then implies

d%‘%@ = Op <N73/4\/TN2/7> = Op (NY®) = op(N''2/log(N)). Analogously one obtains
dyi = op(NV'2/ log(N)).
Since [Myo Xy ™)ie = YU v [MaoeMyoligr = S50, /By Vi Sory Yot we find

(B,1) _ 1 y(B)
dyp’ = max |0 X, ws|

(B
= max|v7'nM>\oX,g )ws]
r,s,k

T t-1

VIS it

t=1 =1
T t—1

§ :E : /
Vr Wy 7 Ws,t

t=1 =1

= Imax
r,s,k

< {/p1max
r,s,k

T—1 T
< lefl max (Z |%!> (max > wpwes ) = Op (N°) = 0p(NV*?/10g(N)), (S.49)
o T=1 heT t=7+1

where we used that v/v, =1 and v/.vs = 0 for r # s, and we also employed Lemma S.13 in the
last step, which guarantees that e < 1/12. We thus have shown that d'y). = 0p(N/12/log(N)).
We have ||X,£,B)H < S velllell = Op(V/N) and therefore

digy = N~ max||of X7 Prol| < N7 X = Op (N7, (8.50)

and therefore d'. = 0p(N'/12/log(N)). Analogously we obtain d\o:”) = Op (N=Y/) and thus
dy = op(N'/12/log(N)). ~

Let f be an N x R" matrix such that Pro = Py i.e. the column spaces of f% and f are identi-
cal, and f'f = 1. Then we have |v.ePpl| = [v’ef'||. Note that ef’ is an N x R® matrix with iid
normal entries, independently distributed of v, for all r =1, ..., Q. Together with the distribu-
tional characterization of v, in Lemma S.13 it is then easy to show that max, ||v.ePyo|| = Op(N?)

for any § > 0, and the same is true for max, |[w’.e'Pyol|, i.e. we have d\}. = op(NV12/log(N))
and d), = 0p(NV12/log(N)). We have thus shown that Assumption EV(i#i) holds. |

S.5 Estimated Factors, Loadings, Variance, and Bias
(Proof of Theorem 3.2)

The goal of this section if to prove Theorem 3.2 in the main text. The Lemmas S.14 and S.15
are intermediate results that are used in the proof of the main theorem below.
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Lemma S.14. Let A, B, v;, i = 1,...,n, b be defined as in Lemma S.11 (but we do not
require the assumption of Lemma S.11 here). Assume that for allr € {1,2,..., R+ 1} we have
|- (A+ B) — - (A)] < ¢y and for allr € {1,2,..., R} we have p,(A)—pr1+1(A) > co for positive
constants c; and c3.> Furthermore, let U;, i = 1,...,n be the eigenvector of A+ B corresponding
to the eigenvalue p;(A+ B), normalized such that ||v;|| = 1. Then forr € {1,2,..., R} we have

2 20 = Dbt

302

vy — vy

Proof of Lemma S.14. Since A and B are symmetric {VZ} and {7;} are orthogonal bases of
R™. With wr =Vl € [—1 1] we thus have v, = > | w,;7;. Note that Y " w2 =1, and also
S wk =1 Let g€ {1,...,R}. We have

q q
> V(A+ B, = < gb,
r=1 r=1
and
q q q n
Z (A+ B)v ZZWT’LMT]IA—'—BVJ ZZwmuquLB
r=1 r=11,j=1 r=1 =1
Therefore
q n
witi(A+ B) Z r(A) = —q¢b
r=1 i=1 r=1

q q
Zzwmul(A_‘_B)—i_:u’qulA—i_B ZZ ZMT = 7

r=1 =1 r=1 1=q+1

and using |p;(A+ B) — pi(A)| < ¢ forie {1,...,¢+ 1} and >, w? =1 we find

DD whpi(A) + pgea (A Z Zw Y (A) = —gb - qer.

r=1 i=1 r=1 i=q+1 r=1
q
=1- Zz 1 ’V"L :Zi:l ML(A)

The last inequality can be rewritten as

q

Z [1i(A) = pg1(A)]

i=1

q

1- waZ] < q(b+ ).

r=1

5The inequality |u,(A + B) — u,.(A)| < ¢; can be justified by applying Lemma S.11.
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Using pi(A) — pg+1(A) > ¢o for i € {1,..., ¢} we obtain
q q
b—|—01)
S PPt (Cha) .51
q 2; NS (8.51)

For ¢ = 1 we find 1—w?, < "% which also implies that w?, < 1—w? < bt% and w3, < 1—-w? <

ca

bt%. Using these results and (S.51) for ¢ = 2 gives 1 — w3, < 2(12;261) + (1 —w?) +wi, +wi <
E’(bc;;l). By continuing to apply (S.51) recursively for increasing ¢ one obtains for r € {1,..., R}
that
| WD)
B 3 Co

and therefore

~ - ~ 2(4" —1)(b

15— 0l = (B — ) (5o — 1) = 2 (1 —u2) < 2 =Dl Fe)

3C2
|

It is convenient to introduce some additional notation. We decompose F R = (F\ I%,ﬁ red)

where the T'x R® matrix F'3 contains the eigenvectors corresponding to the R largest eigenvalues
~ / —~ ~

of the T x T matrx (Y — By X) (Y — Bn- X), while the T'x (R— R°) matrix F* contains the
eigenvalues corresponding to the next R — R largest eigenvalues of this 7' x T' matrix. Note that
ﬁ}% = f(Br). By applying Lemma S.2 we find that Pﬁg =1y — Mﬁg satisfies HPﬁ% — Pyo
Op(1/v/N) under our assumptions. See also Bai (2009) and Moon and Weidner (2014) for
further details on the estimated factors for R = R°. The new difficulty in this section is to
work out the asymptotic behavior of the redundantly estimated factors Fitd. Note that F&d are
the leading principal components (eigenvalues corresponding to R — R° largest eigenvalues) of

?(3}3)73\(@3), with e(f) defined at the beginning of Section S.2 (residuals after subtracting only
RY principal component).

Ananlogous to the decomposition F R = (ﬁ }%,ﬁ Ted) we also introduce the decomposition
Ap = (/AXOR, T\ggd) for the estimated factor loadings.

Following Moon and Weidner (2014) we define the truncation kernel function I' : R — R
by I'(z) = 1 for |z| < 1, and I'(x) = 0 otherwise. Furthermore, for a 7" x T" matrix B with
elements B, we define the right-sided Kernel truncation of B as the T' x T matrix B""R with
elements Bi"™® =T' (5) By, for ¢t < s, and Bi™™® = 0 otherwise. Note that B™™R depends
on the bandwidth parameter M, but this dependence is suppressed in the notation. With this
definition we have

t+M

T N
D 1 ~ 1 runc
BR’k - Z Z PﬁRﬂfS [N ZeRvith:iS] = NTr |:PﬁR, (é\lRXk)t "
=1

t=1 s=t+1

Lemma S.15. Under the assumptions of Theorem 3.2 we have
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(i) N1 H]E(e’Xk) (@ X )R

\ — op(1),

(i) N7HIE(E Xy = O(1),
(iti) N~'Tr [P (€' X)] = 0p(1) .

Proof of Lemma S.15. # Part (i): For R = R statement (i) is identical to Lemma S.10.5(i)
in Moon and Weidner (2014), and the proof there also applies to R > R°, with only one
additional issue left to work out: Namely, we have ep = @(B\R) — T\f,gd’ F red je. we have to
account for the fact that R — R® redundant principal components are subtracted from the
residuals e(BR) that were introduced in Section S.2 based on the correct number of factors R°.
The fact that ﬂ r instead of ﬁ ro is used to define the residuals makes no difference in the proof,
since both are v/ NT consistent under our assumptions. In addition to the proof of Lemma S.10.5
already provided in Moon and Weidner (2014) we therefore also need to show that

N1

~ ~ truncR
(Frvhiexs) — op(1).

We have

REVER" = 2w Py X< f* = MyoeMjoPpres = MyoePpus.

The current lemma is only used for the proof of the last part of Theorem 3.2 (i.e. §R =B+
op(1)). The proof of Theorem 3.2 below starts by showing H Frea — Ppeea H = Op(N~Slog N),
and we will already make use of this result here. Applying Lemma S.3 we furthermore find that
H@(BR) — MyoeMyo|| = Op(1). Using this we find that

A reds Tored red/ pred
ARVFRS =N f

g |: (5R):| Fred - M)\OerOPfred

= <|:€(B\R):| - M)p@MfO) Pﬁ}%ed + M)\oero <Pﬁ}r{ed - Pfred)

IN

/e\(//B\R) - M)\OGMfO ﬁ}r%ed - Pfred
= Op(1) + Op(N'?>7/S1og N) = Op(N'3log N).

Let C' = Ared/ Fred _ \red/ pred o haye shown ||C|| = Op(NY3log N). Fort = 1,...,T let C; and
Xk, be the t'th column of the V x T matrices C' and X, so that C; X}, is the element at position
(t,s) in the T x T matrix C'X}. Remember also that we assume max, | X;,| = Op(log NvV/N).
Using Lemma S.8.3 in Moon and Weidner (2014) we have

runc M M M
(€X' M| < S max | CiXol < S max [Cul I1Xol] < 5 1€ maax | X

MN1/3+1/2 log N)2
_ o, ( (log N)

¥ ) = Op (MN~Y%(log N)?) = op(1).
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We have

~ i~ truncR runc runc
Nfl <F;%ed/A1]§ka) S Nfl (fred/)\reka)t R ‘ 4 Nfl (C/Xk>t R ‘
_ N—l (fred/)\redX truncR ’ + OP )
Thus, what is left to show is that N~ || (fr¥ArdX k)trunCR ’ = 0p(1). In the notation of Assump-

tion EV we have fred/\red = Zf:lRO prw,vl. We have \/p, < ||e|| = Op(v/N). The distribution
of the unit vectors w, and w, is characterized by Lemma S.13, from which it is easy to show
that max; |w,,| = Op(N~Y/21/8). Again using Lemma S.8.3 in Moon and Weidner (2014) we
thus find

truncR

N—l H (fred//\reka) (wr TXk)truncR

R_RO truncR R_RO \/p_
— n-1 / r
=N (Z mwwrxk) <2y

R—R?
M. /p,
< Zl VP (mtax|wr7t|> (Hl;‘iX|U;,Xk7t|)

N (mtax|wnt\) (mtaxuxk,tH) — op(1).

# Part (ii): We have N™'E(e{ X)) = N~ 1]E(etX,ZV§ak) = 0%y, 4 for s > t, and = 0 otherwise.
Therefore N~ [[E(e'Xp)[| < /N1 [E(e'Xp) [, N7HE(E X5 [ < 02 3272 vl = O1).

# Part (iii): In the notation of Assumption EV we have Ppea = Py . wy, o) = Zf;lRO wyw..

We thus have

R—RO T T

N7 [ProaB(EX0)] = >0 Y ) yemswp .

r=1 t=1 s=t+1

Again, using the distributional characterization of w, in Lemma S.13 it is easy to show that
this term is op(1). |

Proof of Theorem 3.2 (Consistency of Bias and Variance Estimators).
# Consistency for factors: We want to apply Lemma S.14 with A = Moe’MyoeMo and A+B =

/”(BR) (B\R), i.e. in the notation of Lemma S.14 we have f! = (vy,15,...,vp_po)H; and
Fred — (), Dy, ..., Up_po)Ha, for some invertible (R — R°) x (R — R°) matrices H, and H.
Note that p,.(A) = p, by definition of p, in the main text, and by applying Lemma S.3 and the
definition of B(f) (which is different from B here) in Lemma S.9 we find u,.(A+B) = p,.(B(8) +
B'(8)) + Op(1), so that by also applying Lemma S.12 we find |u,.(A + B) — p-(4)| = Op(1).
Note that Lemma S.12 only states this for r = 1,..., R — R°, but it can also be shown for
r = R — R° + 1 by following the proof in Lemma S.12, which is what we require here, since we
want to apply Lemma S.14 with the R in the Lemma equal to R — R® here. The assumption
|- (A+ B) — p-(A)] < ¢ is therefore satisfied with ¢; = Op(1). Following the steps in the
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proof of Lemma S.9 and Lemma S.12 we also find that b = max; ;—; __, |v/Bv;| = Op(1) here.
From Johnstone (2001) and Soshnikov (2002) it is known that (u1(A), ..., ur_ros1(A)) properly
shifted and rescaled (by N'/3) are jointly asymptotically distributed according to the Tracy-
Widom law, which is a continuous distribution, from which we can conclude that p,.(A) —
pry1(A) > ¢y holds for ¢y = op(N'3), e.g. ¢y = N'/3/log(N)2. By applying Lemma S.14 we
thus obtain [|7, — 1,]|> = Op(N~3(log N)?) for r € {1,..., R — R°}. We thus also have

Hpﬁgd — Pjea = Op(N"YS1og N).

o=

100y ;R—RO)

Together with the above result HPE% — Ppo|| = Op(1/V/N) we thus have

HPﬁR — Pyjo_guea|| = Op(N~YSlog N) = 0p(1),

which is the first statement of Theorem 3.2. Note that f° and f*¢ are orthogonal (i.e. we have
fOIfred = 0), so that P[f(),fred} = Pfo + Pfred.

# Consistency for factors loadings: The problem is symmetric under exchange of N <> T,
PKR — P[)\O)\red] B Op(l).

# Consistency of 0%: Using the definition of £X(3), Lemma S.4, Theorem 4.2, the definition
of LY7(8%), and the WLLN we obtain

so analogous to the proof for the factors one also finds ‘

| N7 N
ﬁ Z Z €R zt - ‘CﬁT(BR) ’C(])VT(BR) + O

i=1 t=1

llel® VN
NT  NT

+ ) = Lyr(8°) + Op(1/N)

NleM eMze') + Op(1/N) = %Tr(ee )+ Op (” l” 1/N>

S S 0 - LY S B+ onl)

i=1 t=1 i=1 t=1
=0 +op(1).

We thus also have 6% = 02 + op(1).

# Consistency of Wg: Using that Mg, — Mo prea) = Pjpo prea) — Ppand Mz — Myo yreq) =
Pporea) — Pg - are low rank matrices (rank < 2R) and satisfy the spectral norm bounds
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HMA - MfO fred]

= OP(]_) and HMKR - M[A07)\red]

= op(1) we obtain

o 1
Wisaks = 7T (M, X M5, X5,

1 (X, |+ 1] Xk [1)?
g WTI‘ (M[)\O7>\red]Xk1M[fO’fred]X]i:Q) + OP ( NT

1
= —"Tr (M[)\O’Ared]XklM[f07fred]Xl/€2) + Op(l)

NT

1 1

i (Mo X, Mo X, ) =T (Proea Xy Mo X, )
:V;’:ﬂ@
1

L (P Xy PpeaXl,)

— —Tl“ (MAOXkIPfrch]iQ) + NT

NT
where in the last step we used that Mo yeq) = Myo — Pyrea and Mo prea) = Mo — Pprea.
Remember that Ppea = Py, 4, vp_po) L the notation used here, and Ppea = Pl w,,..., Wh o)
in the notation of Assumption EV. Using the characterization of the distribution of w, given
in Lemma S.13, and the methods used in the proof of Lemma S.12 we obtain ||kafred

op(VNT), and analogously ||Pyrea Xi|| = op(vV NT'). We thus obtain

1 R
WTI‘ (PArekaleOX]/g2) S W |’P>\reka1|| HXkQH = Op(l),
and analogously we find —Tr (M)\OXkIPfredX;f2) = op(1) and ﬁTr (P,\reka1 PfredX’::Q) = op(1).
Combining this with the above result for Wg 5, gives Wr = W + op(1).

# Consistency Bp: Remember that By = = Tr[PpE(¢'Xy)] and Bry = +Tr [Pﬁg (€ X k)tmnCR} :
Using Lemma S.15 we find

1
BR;~C = NTF [P E(e Xk)} +op(1) (using part (i) of the lemma)
1 . .
— NTT [Po_preq) B(€' X1)] + 0p(1) (using part (ii) and HPﬁR — Pipo grea)|| = 0p(1))
1
= Bk‘ + NTI‘ [Pfrch(ele;)} + OP(]_) (uslng P[f07frcd] — PfO ‘I— Pfrcd)
= By + op(1), (using part (iii))
which is the desired consistency result for B R- |

S.6 Proofs for Intermediate Results

S.6.1 Proofs for Expansions of L,(3), M;(5), M#(B) and €(p)

Proof of Lemma S.1.
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(i,ii) We apply perturbation theory in Kato (1980). The unperturbed operator is 7 =
MO FONY the perturbed operator is 7 = 7@ + 7M 4+ T (je. the parameter
that appears in Kato is set to 1), where 7 = ZkK:O exXp fONY 4+ N0 FO/ Zszo ex X}, and
T® = Zfl:o Egzo €k, €k X3y X, The matrices 7 and T° are real and symmetric (which
implies that they are normal operators), and positive semi-definite. We know that 7® has

an eigenvalue 0 with multiplicity N — R°, and the separating distance of this eigenvalue
is d = NTd?, (\° f°). The bound (S.34) guarantees that

min

NT
— A2 (X F9) (5.52)

1T+ 79 <
By Weyl’s inequality we therefore find that the N — R® smallest eigenvalues of 7 (also
counting multiplicity) are all smaller than %dfmn(/\o, f9), and they “originate” from
the zero-eigenvalue of 7, with the power series expansion for £(3) given in (2.22)
and (2.18) at p.77/78 of Kato, and the expansion of M5 given in (2.3) and (2.12) at
p.75,76 of Kato. We still need to justify the convergence radius of this series. Since
we set the complex parameter x in Kato to 1, we need to show that the convergence
radius (ro in Kato’s notation) is at least 1. The condition (3.7) in Kato p.89 reads
[T < ac®', n=1,2,..., and it is satisfied for @ = 2/ NTdumax (A, £°) S50, Jex] | X |
and ¢ = S0 x| Xell/VNT 2/ dinax (A0, f°). According to equation (3.51) in Kato p.95,
we therefore find that the power series for £3,(3) and M are convergent (ro > 1 in his

notation) if 1 < (2 + c)fl, and this becomes exactly our condition (S.34).

When L%, (3) is approximated up to order G € N, Kato’s equation (3.6) at p.89 gives
the following bound on the remainder

¢ K K
1
E(])VT(B)_W SN D e e, LN 0, Xy Xy Xay)

9=2 k1=0 kg=0
_ POVLGHL 72 (0 (0
< (N = Ry dy (XY, f7) (853)
4(1 —7)
where
K IXell | llel
18— B +
_ e Ol ¥ uar ) (S.54)

K ro(A0, f9)

This bound again shows convergence of the series expansion, since Y1 — 0 as G — oo.
Unfortunately, for our purposes this is not a good bound since it still involves the factor
N — R (in Kato this factor is hidden since his A(k) is the average of the eigenvalues, not
the sum), but as we show below this can be avoided.

(iii,iv) We have [|SO|| = (NTd2, (A% 12) 7", [T < 2V NTduax (A, fO) ]| X|, and [|T,7) || <
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15, || X, || Therefore

H Sem) ) glma) - gme) ) glmpn)

—Sm, — 2p=3_vj
S (NTd?nm(Ao,fO)) Z <2 NTdmax()\Oa f0)> ||Xk1||||Xk2|| tee ||Xk?g|| ‘

(S.55)
We have
1<2°
vit+...+vp=g
221/j>
2p)!
LD Y -y (5.56)
mi+...+mpp1 =p—1 mi+...+mpy1 =p (p)
ijO ijO

Using this we find®
HM(g) ()‘07 fO’ Xku ka s 7ng) H

S (2\/ NTdmax(/\Oyf‘J)) ||Xk1||||ch2|| te Hqu” Z ( dgmn()\o’fO) )

p=[g/2]
g (16 dmax(AO’f0)>g [ Xho [ Xkl (X (S.57)
<3 (Case v AR .

For ¢ > 3 there always appears at least one factor S™, m > 1, inside the trace of
the terms that contribute to L9, and we have rank(S™) = R? for m > 1. Using
Tr(A) < rank(A)||A||, and the equations (S.55) and (S.56), we therefore find” for g > 3

1
W ‘L(g) (>\07 f07 Xkla Xk:27 B 7ng)|
< R, (N ) (2VNT (1, 1))

g 2 0 0 p
32d; (N, f
X, Xk - 11X, 5 (0 0 )
dmin()\ 7f )
p=[g/2]

o R i\, 1) (16 dmax(”?f”))g [ X0 ] [ Xk [l [ X
- 2 A2, (A0, f0) VNT NT ~ V/NT

6The sum over p only starts from [g/2], the smallest integer larger or equal g/2, because v; + ... +vp =g
can not be satisfied for smaller p, since v; < 2.
"The calculation for the bound of L9 is almost identical to the one for M9 . But now there appears an

additional factor R® from the rank, and since > m; = p — 1 (not p as before), there is also an additional factor
NTd,;,, (A%, ).

(S.58)
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This implies for g > 3

N 2 mm(/\o fo

K g
o Ry d (V. 1) (16 (A, fO) ( ) (859

1 [e's) K K K
=7 Z Z Z Z €ky ko .,,ekgL(g) ()\0’ 70, Xk17Xk27""Xk9)

RVga?di; (N, f°)
< mln
<> ;
g=G+1
RO (G—l— ) G+1 d2 ()\0 fO)
< lTllH Y .
= 21— ) ) (S.60)

where

o 16 dmax )\0 fO HEkXICH
- mm )\0 fo Z

= 16 eV, /) 1], el
@2 (O, f9) (;wk ‘\/— \/—> <1. (S.61)

Using the same argument we can start from equation (S.57) to obtain the boundfor the
remainder of the series expansion for M5 ().

Note that compared to the bound (S.53) on the remainder, the new bound (S.60) only

dmll](AO fo)
16 dmax (A0, /0)

ro(A2, f9). However, the factor N — R does not appear in this new bound, which is crucial
for our approximations. -

shows convergence of the power series within the the smaller convergence radius

Proof of Lemma S.2. The general expansion of M5(/) is given in Lemma S.1. The present
Lemma just makes this expansion explicit for the first few orders. The bound on the remainder
M) (B) is obtained from the bound (S.57) by the same logic as in the proof of Theorem 4.2.
The analogous result for M f(ﬁ) is obtained by applying the symmetry N <> T, A <> f, e <> €/,
Xk < X} |

Proof of Lemma S.3. The general expansion of M5(f) is given in Lemma S.1, and the anal-
ogous expansion for M f(ﬁ) is obtained by applying the symmetry N <> T, A +<> f, e <> €,
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X > X}.. Lemma S.2 above provides a more explicit version of these projector expansions. For
the residuals e(/3) we have

e(B) = M3(B) (Y = B+ X) Mz(B) = M3(B) [e— (B—8°) - X+ \"f"] Mp(B),  (S.62)

and plugging in the expansions of M5(8) and M#(3) it is straightforward to derive the expansion
of €(f) from this, including the bound on the remainder. |

S.6.2 Proofs for N¥* Convergence Rate Result

Proof of Lemma S.4. The result follows from Lemma S.9 by applying Weyl’s inequality, be-
cause the terms in B(8) + B'(f) in addition to A(S) all have a spectral norm of order Op(v/N)
for VN||g — 8% < . u

Proof of Theorem S.5. From Theorem 4.1 we know that \/N(B\R — Bo) = Op(1), so that the
bounds in Lemma S.4 and Assumption HL1 are applicable. Since 3 minimizes £§,.(3) it must
in particular satisfy LE&,(8r) < LE,(8°). Applying this, Lemma S.4, and Assumption HL1 we
obtain

0> ﬁﬁT(BR) — Lyr(8%)

R—R°
1

<7 2 [ (ABR)) = e (AG8)]

r=1

+ =0 W+ VNT|Br - 2|

= L%7(Br) — LY7(8%) —

NT
R 1 R—R°
> Ly (Br) — Lyr(B8°) — NT pir [Mypo (AB - X) Myo (AB - X) Mo
r=1
+ %op VN + N4 B = )|+ N2 Br — 5/ 1og(N)] - (.63)

Applying Theorem 4.2 then gives

(BR - 60>/ W (ER - 50> - \/% (33 _ 50>' (CW 4 @)
R—R°

Ni{ > e [Mpo (AB - X) Myo (AB - X) Myo]
r=1
+ 0 [V + NG = ) + N2 B — 5]/ og(V)] } (5.64)

Our assumptions guarantee C?) = Op(1), and we explicitly assume C) = Op(N*). Further-
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more, Assumption NC guarantees that

R—RO
(ABYW(AS) — <o S s [Mo (A8 - X)' Myo (A~ X) Mpe] > BASI?,

r=1

which we apply for A3 = Bg — 3°. Thus, we obtain

b (N41Be — 5°11) < Op (1) + Op (N¥*1B5 — 8°]) + op {(N?’/‘*HBR - ﬁ°u)2] ,

from which we can conclude that N3/4||3x — 8°|| = Op(1), which proves the lemma.

Proof of Lemma S.6. Note that P, = g¢’ and P, = hh'. We decompose
(U + gCh) (U + gCh') = A, + A5(C) ,
where

Al = U,U + ||g/UU'gH P(MU/gh) + AmaxP(U’g) ,
A(C) = (U + gCN) Py (U + gCH) = U'RU = |gUU'gl Py, 1) = Dmax Pwrg)-

By Weyl’s inequality we then have

R R

S pe [0 +gCH) (U +9O)] <37 pu(Ar) + 3 i [4:(C))].

r=1 r=1

(S.65)

—~

S.66)

(S.67)

(S.68)

(S.69)

We have Ay(C) = Py, v19)A2(C) P, urg), 1.6 As(C) has T — 20Q) zero-eigenvalues and only 2Q)
non-zero eigenvalues. Let h = (h,U’q)[(h,U’g)'(h,U’g)]"%/2, which is a T' x 2Q matrix that

satisfies i'h = oo and hi' = P, vurg)- We then have
min(R,2Q)

S AN = Y0 e [FA(C)R],

r=1
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and

min(R,2Q)

> [E'AQ(C))E]
r=1
min(R,2Q)
< S [h’ (U + gCH) P, (U + gCl) h]
' rilin(R,QQ)

+ Y [ﬁ’ (—U'PgU = 19UVl Far,, ) = Bmax B <U/9>> ﬁ]

= D> e [d (U+gCN) (U +4CH) g]

2Q
- 3 " [h’ (U’PgU + U gl Plrgy, ) + AmaxP(U/g)> h} . (ST
r=2Q-min(R,2Q)+1 ‘

Here, in the first step we again used Weyl’s mequahty, and in the second step we used that
the Q non-zero eigenvalues of h' (U + gCh') gg' (U + gCH') I are identical to the eigenvalues
of ¢ (U + gCh') (U + gCh')' g, and that the eigenvalues of a matrix are equal to minus the
eigenvalues of the negative of the matrix (but interchanging the ordering of the eigenvalues).

The eigenvalues of b/ (U '"P,U+ ||lg'UU g P( Myrh) T AmaXP(U/g)> I are given by Q eigenval-
ues equal to ||g'UU'g|| (stemming from ||g’'UU’¢]| P(MU’ h)), while the remaining ) eigenvalues
g

are given by . (U'P,U) + Apax, 7 = 1,...,Q, and satisty i, g—min(0,r)(U'PyU) + Apax >
w(U'P,U), for r € {1,2,... ,min(R, Q)} (by the definition of A,,.x). Therefore we have

2Q min(R,Q)
3 " [h’ (U’PgU + 19U gl Plrgy, ) + AmaXP(U/g)> h} > 3 w@URY).
r=2Q—-min(R,2Q)+1 r=1
(8.72)
We can thus conclude that
min(R,2Q)
> ne [HA(C))h)
r=1
min(R,Q) min(R,Q)
/
< Y wld(U+gCH)(U+gCHY g] = > ml(gUU'g)
r=1 r=1
min(Q,R)
< wr (CC"+ gURC" + CH'U'g) . (S.73)
r=1
Combining (S.69), (S.70) and (S.73) gives the statement of the lemma. |

Proof of Lemma S.7. Let h be a T'x () matrix whose span equals the span of A, i.e. P,A = A,
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and that satisfies i’h = 1, and let p = ||A||/T. Then A < TpP,, which implies 3.7 | 1, (e + A) <
Zf:1 pr (€'e + TpPy).

The distribution of e is invariant under orthogonal transformations e — eO, where O is
an arbitrary orthogonal 7' x T matrix, i.e. OO’ = 1. The distribution of the eigenvalues of
e'e+TpP, therefore does not depend on h at all, but only on p and 3. We can therefore choose
h arbitrarily, even as a random matrix (but independent from e). Let u be a @ x T matrix that
is independent of e, and whose columns w;, t = 1,...T, are distributed as u; ~ #dN (0, plg).
We choose h such that the span of h equals the span of ', i.e. uP, = Pj,. Since we consider an
asymptotic where @ is finite, while T — oo it is easy to verify that ||TpP, — w'u| = Op(V/T),
which implies S>% | i, (¢e + TpPy) = Sy (e 4+ w'u) + Op(VT).

Let U = (¢/,u/) and E = (¢,0rxq)’, which are (N + @) x T matrices. The non-zero
eigenvalues of the 7" x T matrices U'U = €’e + v'u and E'E = ¢€’e are equal to the non-zero
eigenvalues of the (N + Q) x (N + Q) matrices UU’ and EFE’, respectively. Let v be the
(N 4+ @) x R matrix whose columns equal to the normalized eigenvectors that correspond to
the R largest eigenvalues of UU’. We then have

R
Zp (€'e +u'u) Z,ur UU") =Tr (v'UU'v),
r=1

Z . (e'e) = Z w- (EE") > Tr (VEE"v), (S.74)

r=1

where the last inequality follows from the maximization property of the eigenvalues of FE'.
Decompose v = (v, v})" into the N x R matrix v; and the @ x R matrix vo. We then have

R
Z pr (€'e +u'u) — Z wr (€'e) < Tr (VUU'v) — Tr (v EE'v)
—1

r=1
oy |y [ Owxned’
ue w
= 2Tr (vieu'vy) + Tr (vyuu'vy)

< 2R||vieu’ve|| + Rljvyuuvs ||
< 2R|le|[lullllv2]l + Rllull?[lv2]|?, (S.75)

where we used that for any square matrix B we have Tr(B) < rank(B)| B||, and also that
|v1]| < 1. We have |le| = Op(y/max(N,T)) = Op(vN +T), ||u|| = Op(v/T) and, as will be
shown below, ||va]| = Op(1/y/n). Therefore

> p (e +u'u) =Y p(ee) = Op(\/(N +T)T/n). (S.76)
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Combining the above results we find

Zur de+ A) <

M:u

pr (€'e + TpPy)

\3
Il
—

(i (€'e + u'u) + Op(VT)

Mm

1

ﬁ
Il

Mm

wr (e'e) + Op (\/ (N + T)T/n) + Op(VT)

1

,3
Il

M:u

< S (e) + 0P< (N+T)T/n) , (S.77)

1

%
Il

where in the last step we used that N/n > 1. The last statement is what we wanted to show.
However, we still have to justify that ||vs]| = Op(1/4/n). For this we first note that increasing
the eigenvalues of ¥ can only decrease ||v,]|. Without loss of generality we can therefore consider
the case where all the n eigenvalues of ¥ that are smaller than p are increased to be exactly
equal to p. In that case the distribution of U is symmetric under left-multiplication with
orthogonal O(n + @) matrices, which only act on the the (n + @)-dimensional eigenspace of the
(N+Q) x (N +Q) covariance matrix of U corresponding to eigenvector p. Since the distribution
of U has this symmetry, the same needs to be true for the distribution of the eigenvectors v of
UU'. Since @ is finite, while n — oo this implies that ||vs|| = Op(1/y/n). |

Proof of Lemma S.8, Part 1. Here, we consider the case where Assumption DX-1 holds, and
show that Lemma S.8 holds in that case.

# We want to show that C(V) = Op(N'/4). By definition of C") and Assumption EX we
have

otV = \/_Tr(MAo Xp Mpo€)
1 1
Xie') — ——=Tr(Pyo X e€') + Tr(Pyo X} Pro €
\/— ( k ) m ( A k ) \/W ( A kELf )
1 1
= 0Op(1) — Tr(Pyo X €') + Tr(Pyo X Pro€'). S.78
P() W ( A k ) \/W ( A kL f ) ( )
Since || Xz| = Op(N3*) we have
1

Tr(Pyo Xy ¢ X el = Op(NVY, S.79

ie. \/%Tr(PAo Xy, €') = Op(NY4). Analogously we obtain ﬁ Tr(Pyo Xi Ppo€') = Op(NV4),

Regarding the X, contribution to C’,El), consider e = X'/2u, i.e. case (a) of Assumption DX-1
(the proof for case (b) is analogous). Using our assumptions on the distribution of e and Xy
we have E [Tr(Pyo X¢)?| Xk, A, %] = Tr(X, PoXPoXy) < rank(X,)[| X422 = Op(NT),

39



and therefore ﬁTr(P)\o X €') = Op(1). Analogously we find ﬁ Tr(Pyo X, Proe’) = Op(1).
Combining the above results gives O = Op(N1/4).

# We want to show that Assumption SN holds. We have | X|| < Xkl + | Xx]| =
Op(VNT) + Op(N3/*) = Op(V/NT), ie. Assumption SN(i) is satisfied. In the follow-
ing we assume that e = Y'/2u, i.e. case (a) of Assumption DX-1. The proof for case (b)
follows by symmetry of the problem (N <+ T). We have |le| = ||Z|Y?|ul = Op1)||ull,
since we assume that ||X| = Op(1). Thus, we are left to show |u|]| = Op(y/max(N,T)).
Lemma S.8 assumes N/T — k2, but it turns out that this assumption is not necessary to show
|lu|| = Op(y/max(N,T)), i.e. for the moment consider an arbitrary limit N,7 — oco. By as-
sumption, the errors u; are iid A/(0,1). Since an arbitrary limit N,7 — oo is not considered
very often in Random Matrix Theory, we define the max(N,T) x max(N,T) matrix u"®, which
contains u as a submatrix, and whose remaining elements are also iid N'(0, 1) and independent of
u. We then have ||u|| < ||uP®8| = Op(y/max(N,T)), where the last step is due to Geman (1980).

# Finally, we show that Assumption HL1 holds. Consider case (a) of Assumption DX-1(i)
in the following. Using the decomposition X, = X5+ X r we have

R—O

=y

(]

{pr [Mypo (e — AB - X) Myo (e — AB - X) Myo| — pi, [Myo (AB - X) Myo (AB-X) Myo] }

ﬁ
o I
|
=y

0

= > e [Myo (e = 28-X) My (e = AB-X) Mpo| =y [Mpo (A5-X)' Myo (A8-X) Mpo] }

r=1

+ Op(lellIXkl1A81) + Or (I Xe | Xell1AB]1%)

s
<}

5 (e My (e = 28-X) My (¢ = A3 X) Mys] = o, [Myo (A5 XY My (25 F) Mg}

r=1

+ Op(N**| AB|) + Op(NTHABI). (S.80)

We now apply Lemma S.6 with U = MyoeMpo and gCh' = —Myo(AB - X)Mjo, where g and h
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are define in Assumption DX-1, and C' = ¢’(AB - X)h. We obtain

R—R?

T {MT [Myo (e = A8 - XY Myo (e — A3 - ) My
r=1
R—R°
< Z Ly (Mfoe/M)\oero + |lg'eMpocg|| P( h) + AmaXP(Mfoe/g)>
r=1 []Mfoc’g]
min(Q,R—RP)
— — _
Y e [ M (A8 F) My (88 X) Mpo| + Op (lg'enIXN1A5])
r=1
R—R°
< Z tor (M o€’ MyoeM o + ||g'eM poe’g|| Pr)
r=1
R—RO
— —
+ 3 [Mfo (AB-X) My (AB-X) Mfo} +Op (VNTHAﬁH) +Op(VN)
r=1
R—RO
< D e (Mpoe' MyoeMypo + T||g'Sg| Pr)
r=1
R—RO
— —
+ 3 [Mfo (AB-X) My (AB-X) Mfo} +Op (\/NTHAﬂH) +O0p(VN),
r=1
(S.81)
where we used that under our assumptions we have
(i) [lg'eh|l = Op(1),
(il) g'eMpoe'g =Tg'%g+ Op(VN),
(111) Apax = max [,ur(gleroelg) — Hr4+Q-min(Q,R) (gler06/g>] = OP<\/N)’

re{l1,2,...,min(R,Q)}

(iv) = Op(N~1/2).

P<M[Mfo e’g] h) —

Statement (i) above holds, because g’eh = ¢’S'/?uh is a projection of u to a @ x Q submatrix,
with ¢’$'/? and h independent of u, and ||¢’S"?|| = Op(1) and ||h|| = 1.

Statement (ii) holds, because we can calculate the expectation and variance of g'eMpoe'g =
¢S 2un' B2 g conditional on ©'/2g to show that ¢S 2uu/'S1V2g = ¢'SV2E (uu')2Y2g4+Op (V' N),
with E(uu) = T1y.

Statement (iii) holds, because assume that either R > @, in which case Ay = 0, or we
assume ¢'Yg = ||¢'Sgl|lg + Op(N7Y/2), so that g'eMpoe’'g = T||g'Yg||1g + Op(v/'N), where
T||g'Eg||1g gives no contribution to Ayax.

We now apply Lemma S.7 with “e” in the Lemma equal to MyeMyo, “X” in the Lemma
equal to MyoX My, and A = T||¢’Sg|| P,. We have pi,,_go(MyoXMyo) > p,(3) and ¢'¥g =
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¢’ MyoXMyog. We therefore choose “n” in the Lemma equal to n— R° when applying Lemma S.7,
and our assumption p,(X) > ||¢'Sg|| with 1/n = Op(1/N) is now used. When employing
Lemma S.7 here we also use that rotational invariance of ¢/ Myoe = u/SY2 Mo X2y allows us to
treat Myoe' MyoeMyo as an (N — R%) x (N — R°) matrix, which requires that u is #d normally
distributed. By Lemma S.7 we then have

R—R°
> st (Mpoe' MyoeMyo + T)|g'Sgl| Pr)
r=1
R—R?
= 3" i (Myod MyoeMyo) + Op (\/(N T T — 2R (T — RY/(n — R0)>

r=1

R-R°
= > e (Mpoe' MyoeMyo) + Op(VN). (S.82)
r=1

Combining this with (S.80) and (S.81) gives Assumption HLI. [

Proof of Lemma S.8, Part 2. Here, we consider the case where Assumption DX-2 holds, and
show that Lemma 5.8 holds in that case.
Using the assumption My X Mo = 0 simplifies the calculation in (S.80), namely

R—R?

> py [Mpo (e = AB- X) Myo (e — AB - X) Myo]

r=1
R—RY

= > i [Myo (e = AB-X) My (e = A8~ X) Mp]| + Op(llelI KellllABI) + Op(I K42 A1)

r=1
R—RY
= > e [Myoe' MyoeMpo] + Op(N**|AB) + Op(N*/?|| AB|), (S.83)

r=1

and analogously we obtain Zf;RO pr [Myo (AB - X) Myo (AB - X) Mpo| = Op(N*2|AB|J?). We

therefore have
d(B) = Op(N**|AB|) + Op (N2 AB|1%), (S.84)

which implies that Assumption HL1 holds. The result for C™") follows because with Mo X ;M 0 =
0 we find

1
1
C’g) = \/WTI(M/\OXICM]‘O 6/)
1 -
= Tr(Xie') + Op(|le|||| Xkl /VNT
= Op(1) + Op(NV4). (S.85)
Finally, Assumption SN holds obviously under Assumption DX-2. |
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S.6.3 Proofs for Details on Asymptotic Equivalence

Proof of Lemma S.9. Applying the expansion of e($) in Lemma S.3 together with || MyoeMo|| =
Op(VN), ]| = Op(1), 6] = Op(N~12), ||| = Op(N) [IE7]] = Op(VN) and the
bound on ||e™)|| given in the Lemma we obtain

¢(B)e(B) = B(B) + B'(B) + T"™(8) , (5.86)
where the terms BT (3) and B®™2) in B(f) are given by

B(rem,l) (/B) _ Mf()[(ﬁ . 50 i X)]/M/\OGMfOGI)\O()\OI)\O)_l(fOIfO)_lfO/
+ ]\4}006/1\4>\0 [(ﬁ . /80 . X)]MfOQIA()()\O/AO)_I(fO/f0>_1f0/
+ Myoe/ Myoe Mo (8 = 3% - X)VAT AT H (7 ) 7
+ Mfo (Mfoe/M)\o/é(ez) + /69(61)//5(62) + /65(62)/M/\06/Mf0) Pfo ,
B = 1Py (Mpoe' Myoet® + ee® + 2 Myoe' M o) Pyo
— fo(fo,fo)il()\0/)\0)71)\0/6]\/[100G/M/\oeroel)\o()\o’)\o)il(fOIfO)ilfOI, (SS?)
and for V/N||8 — 8°|| < ¢ (which implies ||&(8)|| = Op(vV'N)) we have
T (B)[| = Op(NY2) + (|8 = B Op(NY2) + |8 — B°|POp(N*2) . (S.88)
which holds uniformly over 5. Note also that
Bleeee)  Bleeee) = Mo (Mpoe' Myoet? + e'e® + 2 Myoe' M o) Mjo. (S.89)

Thus, we have | Bt™2)|| = Op(1), and for VN||3 — 8°|| < ¢ we have ||BC™D(B)|| = Op(1) +
18— B°|Op(N), and by Weyl’s inequality

e P OVEB)] = s [B) + B'(8)] + 0 [(14 115 - °1)7] . (5.90)
again uniformly over 5. This proves the lemma. |

Proof of Corollary S.10. From Theorem S.5 we know that N3/4||3z — 8°|| = Op(1), so that
the bound in Assumption HL2 becomes applicable. Let v = W1 (C(l) + 0(2)) /\/N_ =
Op(1/V/NT), as in the proof proof of Corollary 4.3. Since Br minimizes LE(8) it must in
particular satisfy £8,(8r) < L2, (8° + ). Using Lemma S.9 and Assumption HL2 it follows
that

—~ 1 ~ 2
CerB) < Lor (49) + g on | (LHVITIB - #F) | (0
The rest of the proof is analogous to the proof of Corrollary 4.3. |
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Proof of Lemma S.11. For the eigenvalues of A + B we have

~(A+ B) =min max
pr ) I {y:lvll=1, Pry=0}

Y (A+B)y, (5.92)

where I is a n x (r — 1) matrix with full rank » — 1, and v is a n x 1 vector. In the following
we only consider those 7 that lie in the span of the first r eigenvectors A, i.e. v = >\ ¢u;.
The condition ||y|| = 1 implies >_; , ¢? = 1. The column space of I' is (r — 1)-dimensional.
Therefore, for a given v = >"'_, ¢;i; there always exists a I' such that the conditions ||v|| = 1

and Pry = 0 uniquely determine v up to the sign. We thus have
pr-(A+ B) > min max 7' (A+ B)y
U {yiy=1, v, InlI=1, Pry=0}

= min 7'(A+ B)y
{vv=i_ cvi =1}

T T 2
> min ¢ pi(A) —b |ci|
{(01’~~-7Cr)¢Zf:1 67,2:1} 7,221: 22:1:
> pir(A) =1
—1
> pu(A) - — gD

n b )
L= mm@®

(.93)

where we used that ¢ — 1 > r and that the additional fraction we multiplied with is larger
than one. This is the lower bound for (A + B) that we wanted to show. We now want to
derive the upper bound. Let A, B and B be (n —r + 1) X (n — r + 1) matrices defined by

Ay =V AV, Bij = v, Bvj,_, and By; = b, where i,j = 1,...,n —r + 1. We can
choose I' = (v, 14, ...,1,—1) in the above minimization problem, in which case 7 is restricted
to the span of v, V41, ...,1,. Therefore

p(A+B) < max 7 (A+B)y

A=
where 7 is a (n—7+1)-dimensional vector, whose components are denoted 3;,i = 1,... ., n—r+1,

in the following. Note that A is a diagonal matrix with entries Wivr—1(A),1=1,...,n—r+ 1.
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Therefore

[n+r—1 ntr—1
p(A+B) < max | > (3 pis1(A) + > 7 By
G=1} | = 52
[n+r—1 ntr—1
< _max Z (%) ttir—1(A) + b Z 7l 15
G:r=1} | = =
[n+r—1 n—+r—1
= _max Z (1) i1 (A) + Z Yi7; Bij
Geiml=1y | =3 i1

In the last maximization problem the maximum is always attained at a point with 7; > 0, which
is why we could omit the absolute values around ;. B

The eigenvalue i = (A + B) is a solution of the characteristic polynomial of A + B which
can be written as

- b
L= (590

where p;(A) = fti—rs1(A) are the eigenvalues of A. In addition we have i = ui(A + B) >
p1(A) = u.(A), because B is positive semi-definite (which gives >) and the eigenvectors of A

do not agree with those of B (which gives #). From the characteristic polynomial we therefore
find

i=r i:q

b(g—1) - b
S ) 2 ) — ) 590

Since we assume 1 > 377 m, this gives an upper bound on i, and since u,(A+B) < i

the same bound holds for p,(A + B), namely

(g—1)b
n b °
L= oA

(A + B) < py(A) + (5.98)

This is what we wanted to show. [ |

Proof of Lemma S.12. Consider the case T'< N, so that for Q = min(N,T) — R° defined in
Assumption EV we have Q = T — R°. If N < T, then we interchange the role of N and T in
the following proof.

8We consider limits N, T — oo with N/T — k2. For k2 > 1 we have T < N holding asymptotically, while for
k2 < 1 we have T > N holding asymptotically and the role of N and T in the proof needs to be interchanged.
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Define

4 N
C*(B) = B(B) + B'(B) + (,/WMfoBﬁem»l)(ﬁ)Pfo T ,/“Tpfo>
X <M %MfOB(rem’l)(ﬂ)Pfo T4/ %Pf())
[ 4 / 10707 y0\—1/ £07 pO\—1 £Or [aN
+ ( WMfoe M)\Oeroe)\ ()\ A ) (f f ) f + Tpf())
[ 4 ' 7\0 /07 y0\—1/ £07 £O\—1 £Or [aN ,
X ( a—NMf()e M/\OGMfOG)\ ()\ A ) (f f ) f + TPfO) . (Sgg)

Since CT(3) [respectively C~(/3)] is obtained by adding [respectively subtracting] a positive
definite matrix from B(S) + B'(f3), we have

e (C7(B)) < e (B(B) + B'(8)) < i (CH(B)) - (S.100)

The advantage of considering C*(3) instead of B(83) + B'(B) directly is that there are no
“mixed terms” in C*(f), which start with M so and end with Pjo, or vice versa, i.e. we can
write C*(B) = C£(8) + CF, where CF (8) = M;oCi(8)Mso and CF = PpC5 Ppo. Concretely,

we have
4
CY(B) = A(B) + —5 Myo BU™D(8) Pro BU™ 1 (8) Myo
a
4
+ —NMfoelM)\o eM o e/ (/\0,)\0)_1 (folfo)_l (AO/)\O)_I)\O/eroe/M)\O eM o
a
+ Mo [(B— 8% - X — €] MyoefO(f¥ fO) 1A A0) "INV e M o
+ ]wfoe/]\4>\0 [(5 _ 50) . X] fO(fO,fO)_l()\O,AO)_I)\O,GMJIO
+ MfOGIMAOGfO(fOIfO)_l()\0,>\0)_1)\0, [(6 _ 60) X X] Mfo
+ the last three lines transposed + B(¢¢°®) 4 Bleeee)’.

N
C = PpB™™) Py + Py BUm2' Py %Pfo. (S.101)

In the rest of the proof we always assume that N34 |3 — 8% < c¢. We apply Lemma S.11
to C(B), with the A in the lemma equal to the leading term Myoe' MyoeMyo, the B in the
lemma equal to the remainder of Cli(ﬂ), and ¢ = qnr. Assumption EV introduces p, and w,
as the eigenvalues and corresponding eigenvectors of Moe’ MyoeMyo, where r = 1,...,Q with

For k2 = 1 there is a subtlety, because neither 7' < N nor N < T needs to hold asymptotically (the ordering of
N and T can change arbitrarily often while N and T" grow). We could rule out this subtlety by only considering
asymptotic sequences that satisfy either always T < N or always N < T, which would not diminish the practical
implications of our results in any way. The proof can also be adjusted to jointly consider the cases T' < N and
N < T in the asymptotic, which is not complicated, but cumbersome.
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Q =min(N,T) — R =T — R°. If we can show that

T—RO b

Y ——— =o0p(1), (S.102)
— PR—RO — Pr
T=4NT

then Lemma S.11 becomes applicable asymptotically, and for r = 1,..., R — R° we have wpal

(QNT - 1) byt gnT ONT
|r (CE(B)) = pr| < Ty TR b S IS (S.103)

S=ANT pr—ps S=ANT pp_po—ps
where
byt = max W, (CF(B) — Myoe' MyoeM o) w| . (S.104)
We now check how the different terms in C7(8) — Moe’ MyoeM o contribute to byr. Using the
definition of dyr in equation (S.46) we have
max [w) Myoe' Mao[(8 = 5°) - X]Mpow,| < Klle][[|8 = 5°ll max [Jv; Xy, |
< dyrOp(N™HY),
e [w] Myo[(5 — 5°) - XV Myo[(8 — 5°) - XIMpow,| < K2 |8~ 5" max || Mo Xeo, |
< KON (|6 = 6" ma o) X
< dirOp(N7'12),

4 4
max w;—NMfOB(rem’l)(@PfoB(rem’l)/(ﬁ)Mwas < —NHB(rem’l)(ﬁ)HQ = Op(N7'?%),
a a

T8
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4
max |w —NMfoe MyoeMpoe NN XY FO) T AYAY) T AYe M poe’ Myoe M pows
a

S Wueuzl H)\O(AO/)\O)fl(fO/fO)fl()\0/)\0)71)\0/” m?X H’LU;@IP)\OHQ S dNTOP(Nil),
max ‘w;Mfoe'MAoefo(fO'fo)_l(AO')\O)_l)\O'erows|
< el £ )7 AN TN | max e Ppo | max [y’ Pro|| < d3pOp(N712),

[(8— 8% - X] MyoefO(f2£0) 1A A) A e M jow,

max
r,s

= max
7,8

[(5 50 (ZU vq) efo fO/fO) ()\0/)\0)71)\0’6108

< K18 — BN max fo) Xy, | max o Pyol| max e’ Pao]| | /21 1)1 (A¥A) 0|

< dyrOp(N /1),
max |w,. Myoe' Mo [(8 — B°) - X] fO(fY ) (AYA%) ' AYe M pow |
< Klellll8 = B2 {|F2CFY £2) 7 AV AY) TIAY | mac vy X Ppol| max |y’ Po|
< d?VTOP(N_l/Q)a
max |w). Moe' Myoe fO(f” f2) T (AYA) TN [(8 — 8°) - X | Mpow;|
< Kllellll8 = B2H|F2CF2 %)~ (AYAY) T A || max [[uy.e Ppo | maix f[w, Xy Pyo |
and analogously one can check that

max jw! B, | < d3pOp(N71) + diyrOp(N~/2). (S.105)

All in all, we thus have

b < Op(N™V2) 4+ dyrOp(NTV) + d3p Op(NT2) + diyr Op (N79/1)
< dnrOp(NY) (S.106)

where in the last step we used that by assumption dy7 > 1 and dyr = op(N 1/ ). Therefore

T—RO 1 T—RO 1
Z ——————— = qnrdnrOp(N ) — < — =op(1), (S.107)
PR—RO — Pr 4dNT PR—RO — Pr

T=qNT T=4NT

bNT

so that Lemma S.11 is indeed applicable asymptotically, and we find

1 (CF(B)) = po| < % < qnr dyr Op(N7Y*) = 0p(1) . (5.108)
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Fort =1,..., R — R" we thus have

pr (CF(8)) = pr+0p(1) > prpo +op(1) > [|C5]|,  wpal, (5.109)

where the last step follows because |Cy || = aN/2 + Op(1) and we assumed pp_po > alN, wpal.
Since C*(j) is block-diagonal with blocks C;°(8) and CF (in the basis defined by f°), and
e (C(B)) > [|C5]|, it must be the case that wpal the largest R — R? eigenvalues of C*(3) are
those of C°(3). Thus,

pr (CF(B)) — pr| = 0p(1) | (S.110)

and also
| (B(B) + B'(8)) = pr| = op(1) (S.111)
which holds uniformly over all 8 with N3/ (|3 — 8°|| < c. This concludes the proof. |

Proof of Lemma S.13. # Part (i). Since e has dN (0, 0?) entries, independent of \° and f°,
rotational invariance dictates that the distribution of v, and w, is given by the Haar measure on
the unit sphere of dimension N — R° and T'— R, respectively, and the the lemma just provides
3 3
a concrete representation of this. The bounds on E (\/N||M,\o'17||*1> and E (\/THMfofEH*l)

follow, because the inverse chi-square distribution with dof v possesses all moments smaller than
v/2.
# Part (4i). Using part (i) of the lemma we have

where @ be a T-vector with #4d /N (0, 1) entries. It is also useful to define the time shift operator
L:RT — R”, which satisfies (Lw,); = w,;_1, and therefore (L"w,); = w,;_,. We then have

w5 I b — |

T
Z Wy Wy t—7 = ’lU;,LTU)T
t=7+1
_9 1
T (G/LTﬁ — ﬁ,LTPfolﬂ — {D,PfoLT{D -+ @/PfoLTPfoﬁ) . (8.113)

Mot

VT

a

Given the distribution of w it is easy to show that ‘w'\%w‘ has arbitrary high bounded moments

e |
as T becomes large, i.e. we have E “)LW“] = O(1) for any 7 > 1 and any £ > 0. Furthermore,
using that ||L|| = 1 we can bound
@' LT Ppow| < [|w]||| Ppow]]
@' Ppo LTw| < [Jw]||| Prow]
W' Pro L™ Prow| < || Ppow||?, (S.114)
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where H@H27X2(T) and || Ppow||? 7X2(R0). Note that the rhs of the inequalities in the last

display do not depend on 7, i.e. the bounds are uniform over 7. The y-square distribu-
tion with RY degrees of freedom does not depend on T and has finite moments of all or-
ders. Since ||w||? is x*(T) distributed we find that \/LTHIUH has arbitrarily high uniformly
bounded moments as 7" becomes large. Combining these results we obtain that all moments

of \/LT (W'L™w — w' L™ Ppow — w' Ppo L™w + w' Ppo LTPfoﬁ?)‘ are uniformly bounded as 7" becomes

511-2
large. Part (7) of the lemma shows that the same is true for H M\;OT H . Using Holder’s inequality
we thus find that for all £ > 0 we have

§ w'r’twrt T

t=7+1

3
= E ||| Mp@|| 2@ My L™ Mpow|* = O(1/VT), (S.115)

uniformly over r and 7. From this we obtain max, ,

ZtT:TJrl wr,twm_T’ = Op(T~1/%*) for any
e > 0 (namely € = 2/¢). This is the statement of the lemma for the special case where r = s.
What is left to show is that max, s max; ‘EtT:TH wr,tw&t,T‘ = Op(T~Y/%+%) fore € 0,1/12).

Let w® and @’ be two T-vector with #dN'(0,1) entries, independent of each other, and inde-
pendent of f°. Then we have for any 7,5 = 1,...,Q with r # s that

Wy . HMme“H_leo@“
( w, ) 7 ( M o Moyt~ Mo Moo @ ) (5.116)
Note that this representation of the joint distribution accounts for the constraint w.ws = 0, in
addition to ||w,|| = |Jws|]| = 1 and the invariance under the orthogonal group O(T — R"). Using

this representation of the joint distribution of w, and wy the proof is now analogous to the case
r = s. The result can be shown for any € > 0.

# Part (i4i). This again follows since e has iidN(0,0?%) entries and from the resulting
rotational invariance of e wrt to orthogonal O(N) and O(T) rotations from the left and right,
respectively. ]

S.7 Additional Monte Carlo Simulations

S.7.1 “Empirical Monte Carlo”

The static model in the empirical illustration reads

Yie = Zﬁka,it Fai Y b4 08+ 4 N fo e
k=1

As described in the main text, estimates for 3, A; and f; are obtained by applying the LS
estimation procedure with R = 4 to Y, = Zk | BieXpa + N, ft + €, where Y = M, Y M1, ¢ 2)

and X k= My XpMq, 142) are the outcome variable and regressors after projecting out ay, 7,
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0; and p;. We then construct the bias corrected estimator BIB%C, as reported in the R = 4 column
of Table 3. We afterwards estimate «;, 7;, 0; and p by applying least squares with outcome
variable given by the residuals Y;; — 22:1 BE%X kit — Np i PRy, obtaining Qg i, VR, Ori and fig.

For the simulation we generate e; according to the M A(1) process
ey = 0.1(vi + vig—1),

where v;; ~ 7idt(5), i.e. vy has a Student’s t-distribution with 5 degrees of freedom. The factor
0.1 in the formula for e}, was chosen to reproduce standard deviations for B}fc in the simulation
that are close to the estimated standard errors in the actual application.

We set R° = 4 and generate the simulated outcome variable as

8
Y =) BpSXuit + Opog + Apoit + 0po it + fipos + Mo [Froy + €.
k=1

The sample size is N = 48 and T' = 33, as in the real data. We generate 10.000 Monte Carlo
samples in this way and for each sample apply the same bias corrected estimator for § that was
reported in Table 3 for the real data.

Table 1 reports the finite sample bias and standard deviation of 3}%0 for R € {0,...,9}. We
also report the empirical size of a size 5% t-test for whether each coefficient is equal to its true
value. The standard error estimator used for the t-test allows for heteroscedasticity and serial
correlation.

We find that the bias corrected estimates for B, k = 1,...,8, are essentially unbiased when
R > RY factors are used in the estimation, but for R < R the coefficient estimates are often
biased. For i, k > 3, there are only small changes in the standard deviation of the estimator
between R = 4 and R = 9, but for §;, k = 1,2, we observe standard deviation inflation of up
to 25% between R =4 and R = 9.

For k > 5 the empirical sizes of the t-test are quite accurate, but for £ < 4 the finite sample
t-test overrejects the null even for R = R = 4.

Given the relatively small sample size the difference between R = 9 and R" = 4 is relatively
large, and some finite sample inefficiency and size distortions are not too surprising.

S.7.2 Dynamic Model
0

Here, we consider an AR(1) panel model with two factors (R’ = 2) and the following data
generating process (DGP):

Etr

V1—0.52

The random variables A, €4, and e; are mutually independent; with ;. ~ itd N'(1,1); and &,
and e; ~ 7dN(0,1). The AR(1) processes for Y;; and f, are initiated with 100 time periods
before the actual estimation sample starts, so that the initial conditions roughly correspond to
the long-run static distribution. We choose 5% € {0.2,0.5,0.8}, and use 10,000 repetitions in

2
Yi = BOY;,tfl + Z Nir for + €it, for =05 fio1, +

r=1

(S.117)
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our simulation. The true number of factors is chosen to be R° = 2. For each draw of Y and X
we compute the LS estimator Sg according to equation (3.1) for different values of R.

Table 2 reports bias and standard deviation of the estimator B\R for N = 300 and different
combinations of R, T'and 3°. Table 3 reports various quantiles of the distribution of v NT (Br—
%) for N = 300 and different combinations of R, T and 3°. Table 4 reports the size of a t-
test with nominal size equal to 5% for R > R°. We use the results in Bai (2009) and Moon
and Weidner (2014) to correct for the leading 1/N (not actually present in our DGP) and
1/T (present in our DGP) biases in BR before calculating the t-test statistics, allowing for
predetermined regressors and heteroscedsticity in both panel dimensions when estimating the
bias and standard deviation of (.

S.8 Comments Regarding Numerical Calculation of BR

Different iteration schemes can be used to implement the LS estimator defined in (3.1) numeri-
cally:

(1) Ahn, Lee and Schmidt (2001) use an iteration scheme were the following steps are repeated
until convergence: (a) for fixed 5 find F and A that minimize the LS objective function
in (3.1) via principal component analysis (but A need not actually be computed); (b) for
fixed F find 3 and A that minimize the LS objective function in (3.1) (but A need not
actually be computed, because 5 can be obtained by regressing Y on X, Mz).

(2) Alternatively, Bai (2009) proposes the following iteration steps: (a) for fixed /3 find F' and
A that minimize the LS objective function in (3.1) via principal component analysis; (b)
for fixed F and A find 3 that minimizes the LS objective function in (3.1) by running a
regression of (Y — AF') on Xj,.

(3) Another iteration scheme, which we have used in our implementation, and we have not
found discussed previously in the literature, is the following: (a) for fixed 5 find F and A
that minimize the LS objective function in (3.1) via principal component analysis; (b) for
fixed F' and A find 3 that minimizes the alternative objective function |Mz(Y — 8- X)
Mz||%¢ by running a regression of Y on Mz X Mz.

All three iteration schemes have the same step (a), i.e. differ from each other only in step (b).
Each step of the iteration schemes (1) and (2) minimizes the LS objective function, i.e. those
schemes guarantee that the sum of squared residuals is non-increasing in each step. In contrast,
step (b) in scheme (3) minimizes an alternative objective function, i.e. it is possible that
the LS objective function in (3.1) is actually increasing during that step. However, this step
can nevertheless be justified, namely one can show that close to any (local) minimum the
profile objective function £X(3) is well approximated by the alternative objective function
Mz (Y — B+ X)M5||}g, ie. step (b) in scheme (3) is minimizing an approximation of
Lho(8)

9Step (b) in scheme (1) and (2) can be equivalently described as minimizing the objective functions +=||(Y —

B X)Mz|%g and 2 [|(Y — 8- X — AF’)||HS, respectively, which are also approximations of L&..(3). However,
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Bai (2009) points out that the iteration scheme (2) is somewhat more robust towards the
choice of starting value for £, which was confirmed in our simulations exercises, both compared
to scheme (1) and to scheme (3). However, once close to a (local) minimum of the LS objec-
tive function we found the convergence rate of scheme (3) to be significantly faster than the
conference rates of scheme (1) and (2). Scheme (1) performed between scheme (2) and (3) in
terms of both robustness and speed. Each iteration scheme therefore has its relative advantages
and disadvantages. We use scheme (3) for our final implementation, because the LS objective
(and the profile objective function £&,(3)) can have multiple local minima, so that multiple
optimization runs with different starting values are usually necessary anyways to achieve con-
fidence that the global minimum was actually found. By using scheme (3) we minimize the
time required for each optimization run, which enables us to try out more starting values within
the same amount of total CPU time. Combining different iteration schemes (e.g. starting with
scheme (2) and switching to scheme (3) once close to a minimum) might also be a good idea,
which we have not explored, however.

S.9 Verifying the Assumptions in Bai (2009) for Example
in Section 4.3

Throughout this section we only consider the particular DGP in the example of Section 4.3 in
the main text. For this DGP it is easy to see that the OLS estimator f, (the LS-estimator

with R = R® = 0) is v/ NT-consistent, while the example shows that 51 (the LS-estimator with
R =1)is only v/N-consistent. In the following we show that the regularity conditions imposed
in Bai (2009) are also satisfied for this DGP. This is interesting to verify, since then example
also shows that we need stronger Assumptions than those imposed in Bai (2009) in order to
derive our results for g for R > R.

Verifying Assumptions A, B, D, E
e Since R” = 0 we find that Assumption A in Bai (2009) becomes 1= > i X > 0, which

is satisfied. The assumption would also be satisfied for R® > 0, since the component X
makes the regressors X a “high-rank regressor”.

e Bai’s Assumption B is trivially satisfied for R® = 0.

e Assumption D in Bai (2009) requires strict exogeneity of the regressors in the sense that
X and e are independent, which is also satisfied.'®

those approximations are less precise than the approximation in step (b) of scheme (3). Namely, close to the
minimizer B of LE,(8) we have LX(8) = 57 ||Mz(Y = 8- X)Mz||3 5 + Op (|8 — Brl®), while the other two
approximations have remainders of order || — Bg||?.

%0ne could also consider A\, and f, as random, but independent of e and X. In that case X and e are
still strictly exogenous in the sense of mean-independence, i.e. we have E(e|X) = 0, but e and X are not fully
independent. However, our Corollary 4.3 in the main text (see also Moon and Weidner (2014)) shows that the
asymptotic distribution of BRO can be derived under the weaker exogeneity assumption E(e;X;;) = 0. Full

~

independence of e and X is therefore only assumed for convenience in Bai (2009), and his results on Sro remain
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e Finally, Assumption E in Bai (2009) becomes \/#—T > i Xieir =4 N(0,Dz), where Dy =

limy 70 Var [ﬁ Yo Xiteit]- This is also satisfied, since X;;e;; is independent across @

and over t, and has bounded variance.

Verifying Assumption C

A more difficult task is to verify Assumption C in Bai (2009), which contains regularity condi-
tions for e;.'' In our notation the assumption reads

(i) E(ey) =0 and E(e},) < M,

(ii) Let E (eirejs) = 0ijts- Then, %Zf\g:l sup;  |ijus| < M, %225:1 sup; j [oijes] < M, and
w7 Zgjzl 225:1 |oijs] < M. Also, the largest eigenvalue of E (e;e}) is bounded uniformly
in ¢ and 7.

4

(iii) For every (t,s), E ‘# SV [eisen — B (esen)]| < M.

N1/2

(iv) Moreover,

1
NT2 Z Z |COV (eiteisaejuejvﬂ S M

t,s,u,v 1,j

1
N2T Z Z |Cov (eireji, ensers)| < M.

t,s 4,5,k

In the following M always denotes some global constant, whose precise value may change
from equation to equation. Furthermore, we simply write A and f instead of A, and f,. We use
notation 1{-} to denote the indicator function.

We also deﬁnevl—cf\’\/ﬂ vg—c\fﬁ, U3 = (\/‘;\% uf)\/lﬁj%, and v = v; + v9 + vs.
We then have
AN fr
e (—I—CN) (+CT> u+v (S.118)

unchanged when only imposing E(e|X) = 0 instead.
UEssentially, Assumption C requires that e; is mean zero and weakly correlated across i and t.
Thus, it plays the same role as our high-level Assumptlon SN(ii), which is easy to check since |le ||

‘ f’E ’\A = 0O(1), and H]lT+cf””

|1zl + ¢
statement.

INIA

and we have H]lN + ¢ Azde

fl = 0O(1), and |Ju|| = Op(y/min(N,T)) — see Appendix A.1 in the main text regarding the last
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Notice that

where we defined \ (A, uy), f(f, w;.) and o (A, f,w) implicitly. We also define gy ;s = uirtjs,

Ai ¢ v ¢ v Ji SN N i
VN (TNZ“‘> * (ﬁzuf> VT (m“”f) VN VT
)\i N ft >\z ft

/\()"ut)+f(f7uz)_+@(/\7f7u)

VN vT

V14t + V2t + V3t,

VNVT

92,ijts = WitVjs, G3,ij.ts = VitUjs, and gaij s = ViVjs, 5O that

€it€js = Glijts T 92ijts T 93ijts T Ga,ijts-

In the following we discuss part (i), (i), (i7i) and (iv) of Assumption C separately:

Part (1)

This is straightforward to check.

Part (ii)

Let Ok,ijts

= IE (gr,ijts) -

1. 01,jts : The desired result follows since

Ul,ij,ts =1 {Z = j,t = S} .

2. 09,jts : By definition,

02,ijts = B (irvjs) = B (ujpv1 js) + B (uiv2 js) + E (uivs js) -
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Direct calculations show that

E (uitv1js) = E

T
c
E (uivejs) = E TZfrfsE (uirugr)
T=1

tfsl{Z *]}

2 )\j §
Ut ( Z Z )\hf’Tth') ﬁ \/fT

h17'1

2

= NTZZ)%)\ fr s (wiguny)

h=171=1

E (uitvs js)

9 N T

- %ZZ)\h)\jfosl{izh,t:T}

h=17=1
2

c
= ﬁ)\i)\jftfy
Combining these, we have
c c o c?
02ijts = N&‘)\jl {t=s}+ Tftfsl {i=4}+ W/\i)\jftfs~

Since A; and f; are bounded, we have the desired result,

N
]ifi’jls,}i;p C)\Mjl{tzs}—i—;ftfsl{i:j}—i—éAiAjftfs < M,
1 & c c o 2
Tt’g::ls;}]p NAi)‘jl{tZS}+fftfsl{l:J}+ﬁ)\i)\jftfs < M,
ISRk c o c?
Wz';u;l FANHE= st Shfil{i =)+ AN <M.

3. 03jts : The result for the term o3 ;s follows similarly to the case of o9 ;5.
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4. g4ijs : By definition, we have

3
E(9aijus) = Y > E(vkivns)

k=1 1=1

i c N c
\;\N (ﬁ Zk:l )\k‘ukt> + (ﬁ Z;{:l fpuip) %
. 02
* \;\JZV VNT chvzl Zgzl )\k;fpukp %
Aj c . :
x [ VN (TN Yo )‘luls) + (ﬁ Sy fqujq> L

Aj c2 N T y
+ij VNT lel Zq:l )‘qflulq) %

Notice that

N N
E (v1itv1,4s) = ﬁzz/\i)\k)\j)\lE(uktuls)

1
=
Reg
>
o
VR
=
[~]=
>~
TN
~_
—
—~~—
~
1
»
N~

E (viivajs) = E

A (e c fs
JN <\/N ;)\kukt> (\/T qu“jq) ﬁ

E (v 4v34s) = E

=1 g=1

N N T
Z Z Z XM A AL fo [ (Uktulq)]

A c N Aj 2 NI fs
\/N(NZ)\kUkt>\/N 7NTZZ/\lqulq ﬁ

o7




2 I
C
E (vo,itv2,45) = E (TprUip ftT Z a%jq

p=1
3 rr
- Tzzfpftqus (wipujq)
p=1q=1
03 1 T . .
= F g2 & | frf1li=5},
p=1
c d fi A 2 N T
E V2.4tV3 45 = E _ w; 47‘7 .
(v2,itv3,5s) szz;fp v | T IN NTZ;Z; i \/»
3 T N T
= N2 Z Z prftAj/\lqusE (uipuiq)
p=11=1 q=1
3 1 T
= NTAZ)\]ftfs (Tz.fg ,
p=1

and

E (vsiv3,s) = E A ¢ iv:Z)\ fpu SN ¢ ii)\ fiu Js
3,itV3,7s \/N \/ﬁk: kJpUkp \/T\/N \/ﬁ — qJ1Wlq \/T

A NN T T
= w72 Z Z ZZ N A A fp e fifsTB (unpuig)

ct 1 & 1 &
= ﬁ)\i)‘jftfs Nkz—: kfk:) T};)\pfp
From these and using the boundedness of \; and f; we obtain

T Z Sup‘041]t5’ < M == Z Sup’0'42]ts| < M NT Z Z |U4zjts| < M.
,11’5 tle ij=1t,s=1

Combining these, we have the desired result.

What is left to show is the bound on the largest eigenvalue of Q; = IE (e;e), which is equivalent to
the spectral norm of ;. The spectral norm of a symmetric matrix is bounded by the infinity norm,
i.e. we have £11(€) = ||| < ||Qlloc = maxe Y, [Qi+s|. For the elements ;s of the matrix €2; we
have ;s = IE (eireis) = 0iits. We thus have

QZ) < mgixzs: |0'n,ts‘ O(l)

where the last step follows by the above results on o;; s = 22:1 Okijts-
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Part (ZZZ)
Write

N 4
[N1/2 Z Gk, iits — Ok,ii ts)] }

=1

1 & 4 4
N3 Zl leiseir — B (ez‘sez’t)]] = {Z

k=1

IA
=

4
1
M E W Z (gk,ii,ts - Jk,ii,ts)]
=1

1. g14its - Since uy ~ itdN (0,1) across ¢ and over t, it is straightforward to see that for all ¢, s,

N 4
1
—= (G1,iits — O1yis) | < M.
\ﬁ
=1

2

2. g2.4its : Next, notice that

N 3 N
1
\/i z:: 92,iits — O2its) = Z TN Z (witg,is — B (Uitvg s)) -

Due to the boundedness of A; and f; and iid normality of w;:, we have the following.

First,

1 N A c N !
:E—E uz—]—g)\us MAl{t=s
”Nz—l{ t N( Nh:1 hh) { }}]
1 Y 1 Y !
= MAE —E Uu; —E A Uhs —\;1{t =s}
! Nzl{ t( Nh:l
< M,
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Second, similarly to the first case, we have

N 4
( Z UitV2,4s — uzt“Z,is)))

Third,

R !
(N ; UitV3,4s — uztv?),is)))

< M.

1 X 4
E|— dits — 092.ii < M.
(\/ﬁ ;:1 (92, s 2, ,ts))
. 93,iits : Similarly, we find

N 4
1
1 <\/N 2 (93,iits — UB,ii,ts)) < M,

because 93iits = 92ii,st-

. Ya,iis - Finally,

L X 3 3 N
i > (guiiss — Oiizs) = 3 Y D (Wkitviis — B (Vk,irvigs)) -
i=1

k=11=1 i=1

il



Notice that

3 Ai ¢\ o1 a 2
(\ﬁ Z:: kukt) N ( N lz;)\lula) - N)\i (N ;)‘k) 1{t= s})
1 Y 1 X
NZ)‘ZUZS) - (NZ)\%> 1{t:8}}}

I=1 k=1

Notice that sup,; [/\12 {(7]\] Zszl )\kukt) (LN Zfil Al”ls) - (% Zszl Ai) Ht= 5}}]4 <

M. Therefore, we have

1 & )
ﬁ ; V1,itV1,is — IS (Ul itU1 zs))]
AN 1 1 & 1 O 1 & '

< M.

Similarly, we can show the rest of the cases.

Part (iv)

Without loss of generality, we set N = T here. We show that - Dtsuw 2 |CoV (€iteis, €juejn)| <
M. The other case follows by the same fashion because the DGP is symmetric between ¢ and t. Notice

that
4 4 4 4
Cov (ejteis, ejuejn) = Cov (Z ki ts ng,jj,uv) =Y Cov (ghii s tjjam) -
k=1 k=1

k=1 =1

Among {Cov (g1,iits 91,jj,uv)} there are six kinds, (a) the term of (u,u) and (u,u) (b) the terms of
(u,u) and (u,v) (c) the terms of (u,u) and (v,v), (d) the terms of (u,v) and (u,v), (e) the terms of
(u,v) and (v,v), and (f) the term of (v,v) and (v,v).

In what follows we use "two pairs among {1, t2,t3,t4}” to denote the sum of the three terms like
1{t1 =to} 1 {ts = t4}.

The main step in establishing the required result, NITQ Do s Z” |Cov (Griits Gl jjuv)| < M, is
to find an upper bound of |Cov (gi i ts» 91,jj,uv)| in the form of NaTb 1{ some pairs of indices}, so that

the power of NT?2N®T® = Ne+tb+3 ¢ 4 b+ 3, is larger than or equal to the number of outstanding
summations.
In the following proofs, we use the following fact multiple times:

B (uittistjutje) — E (uitis) E (wjuujy)
=1{i #j}1{t =s}1{u=v}+ 1{i = j} 1 {two pairs among {¢,s,u,v}}
—1{t=s}1{u=v}
= 1{i = j} 1 {two pairs among {t,s,u,v}}. (S.119)
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. Cov (uitis, Ujuujy) - Notice that

Cov (g1,iitss 92,juv) =  Cov (Uirlis, Ujuttjn) = B (Ujuisujutijn) — B (ujuis) E (uju)

= 1{i =j}1{two pairs among {¢,s,u,v}}.

This implies that out of the six summations over indices (t, s, u,v,%,7j), only three summations
matter. Therefore, we have

1
~NT2 D> ICov (guiits 91,jjm)| < M.

t,s,u,v 1,5

. Cov (ujtuis, ujyvjy) : Notice that

3
Cov (UitUis, Wiy Vjy) = Z Cov (UitUis, WjuVk ju) -
k=1
(a) Notice that
Cov (Witlis, UjuVk ju) = B (Uirtistjuv1jo) — B (uitis) B (w01 50)

N
C
= = (Z N AE (wigisujuun) — B (wiuis) B (ujuuhv)}>
h=1

C
= N/\? {]E (uituisujuujv) —E (uituis) E (Uju”LLjU)}

%/\?1 {i = j} 1{two pairs among {t,s,u,v}}.

Therefore,

1
~NT2 Z Z IE (wittistjuv1,j0)]

t,s,u,v 1,5

M
< N2T2 Z Zl {i = j} 1{two pairs among {t,s,u,v}} < M.

t,s,u,v 1,
(b) Similarly, we have
Cov (WitUis, WjnV2jv) = B (Uiplistjuv2jo) — B (uirtis) E (ujuv2 o)

T
<Z {E (wiruisujuujr) — E (wipwis) E (wjuujc) b fﬂ%)

=1

Nlo

T
Z frfol{i = j} 1 {two pairs among {t,s,u,T}},
T=1

Nl o

which leads the desired result

1
NT?2 Z Z |Cov (uittis, wjuva jv)| < M.

t7s7u7v 1’7‘7
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(¢) Notice that

Cov (uitttisujuvs,jo) = B (uiptiistijuvs,jo) — B (wituis) B (ujuvs,jo)
2
<Z Z Aj )\thfv ’U/LtuisujuuhT) —E (’Uﬂituis) E (ujuuhr)]>
h=171=1
Ni <Z )\2fo1) uztUisujuujT) - B (uituis) B (ujuuj‘r)]>
c? T
= N7 Z >\J2'f7'fv]- {i = j} 1 {two pairs among {t,s,u,7}} | .

=1

Therefore,

1
NT2 Z Z |COV (uituisujuvlijﬂ S M.

t7s7u7v 27‘7

Combining these, we have the desired result.
. Cov (uituis, VjuVjy) : Notice that

Cov (uittis, VjuVjp)

= E (uitisvjuvjn) — B (uirtis) B (vju050)

e (% (ﬁ PO )\kuku) + (ﬁ S fpujp) Lo+ (N f, ) %%)
X % Vi S )\lulv) + (% St fqujq) fT +3(\ f,u) f})
“1{t=s}E (75 (T i M) + (5 Tom fywin) 5+ 0 0 fo) 5 5
_ s

N
N
<G G o) (S ) #9010 5 )

Here there are 9 terms in the product.

(a) Notice that

N
Aj 1 A 1
Cov (Uiptis, V1 juv1j0) = B | wipttis—2= 75 Aoty | 2= 72:/\7«0@
(t 1,5 LJ) (t m(\/ﬁk:1kk> N(/iN ll))
N
N

N
1
= 9 Z A?)\i (E (wittisuputno) — B (uptis) B (Upatr))
k=1
1 N
=32 {1{i = k} 1 {two pairs among {¢,s,u,v}}}
k=1
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Therefore,

1
NT? Y D |Cov (wiruis, vy juvi o) < M.

t,s,u,v 1,5

(b) Notice that
LI
Cov (Uitis, V2, juV2,jv) = B | Usrtis \/T;fpujp 7 qu Ujq 7”

1 < fu f
—E (uituis) E T g Ujp 7T T Z ’Uqu \/UT

3

T T
ZZ plafuto [B (uiuisujpuje) — B (uiuis) E (ujpuq)]

p

Rl \

T
Z Fofafufs (116 = j} 1 {two pairs among {t,,p,q}}].

H‘H
IIMH

Therefore,

1
NT2 Z Z |Cov (uitttis, v2,juv2,ju)| < M.

t,s,u,v 4,5

(c) Notice that

Cov (uitis, V3 ju¥3 juv)

—E | w ZZ NeFouny | 2L liiszw foXi
s \/ PR NT \ VN | NT

klpl

T
T T
— B (uiruis) B > " A fpu . > > Mifqu J
(ustis) NT itk m( NT tatia VNT

=1p=1

3
Lo

NI fufafo [B (wittisurpug) — B (Uiruis) B (ugpigg)]

i
L

MEGPES
M=

MNTE fp fufafo [B (Uittisugpting) — B (uitiis) B (weptipg)]

3
I
—

Q
Il
—

E
]~

NNTE Sy fufafo [1{i = k} 1 {two pairs among {t,5,p.q}}].

i
I
3
I
I
Q
i
I

1
NT? Z Z |Cov (uittis, V2 juv2,jv)| < M.

t,s,u,v 4,5
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(d) The desired result follows similarly since

N
N 1 1 Jo
Cov (uittis, V1, juv2,jv) = E Uituisﬁ <\/N Z Akuku> s Z fqtiq JT

N T
1
NT Z Z Aj )‘qufv {E Uztuzsukuujq) I} (Uituis) E (ukuujq)}

k=1 q=1

T
Z A2 fofo {B (wirttisujutijg) — B (uiruis) B (ujuujq) }

1 . .
=~T Z )\?quy [1{i = j}1{two pairs among {¢,s,u,q}}].
q=1

(e) The desired result follows since

Cov (uituis, v1,juv3,jv)

k=1 =1 q=1
N N T
A 1 1 Aifo
— I (uipuis) B = < Z Akuk“) INT Z Z A fqtig :
( N \VN = NT = = VNT
| NoNT
= N2T Z Z Z E ()\2/\k)\l) (quv) {E (uztuzsukuulq) E (uztuzs) E (ukuulq)}
k=11=1 ¢q=1
= it should be [q=v and k=l|
1 < 242 2
= NoT Z E (AA3) B (f5) {E (uittistpgting) — B (uitis) B (urguen) }
k=1

= it should be that i = k

E (XNA)) B (£) {B (uituisuitiin) — B (uitis) B (uaui) }

- N2T
o1
= N2T

E ()\j?)\f) 1 {two pairs among {t,s,u,v}}.
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(f) Similarly, the desired result follows since

Cov (uittiis, V2,403 jv)

p=1 T =1 q=1
0 1 - fu 1 d )\]fv
— E (uituis) E ((ﬁpzzlfp ]P) ﬁ (W;;Alfqulq JNT
N T
Z Z Z NiALfp fafufo {B (uipuisujpuyg) — B (uiuis) B (ujpug) }
P
Z Z Aprquufv {E (uituisujpujq) — B (uiuis) E (ujpujq)}
T
NT2 Z )\ i fpfafufv[1{i = j}1{two pairs among {t,s,u,q}}].

4. Cov (ujtvis, ujuvjy) : Notice that

Cov (UitVis, UjuVjov)
) — E (uitvis) E (wjuvj0)

oG Tyt o)
XU (%N (ﬁ it AlUlv) + (ﬁ Yo fqujq> B+ 5 (N fou) %%)
— E (uirvis) E (ujuvj) -

= E (Uit vistju Vo

(a) The desired result follows since

OV (UitV1.4ss UiV,
b I
C ( itUl,isy Wju 1]1))

= [E (witv1,isUjuv1,jv) — E (uiv1,s) B (wjuv1 o)

=E (Uitu]u ( Z Ak“ks) 7N (\/ﬁ lzz; )\lulv>>
Ai N1 &
{2 ot ()

1 N N

=2 Z Z MMM AHE (wiptjuttpstiyy) — B (uiugs) E (wjuty) } -
=1 =1
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So,

1
NT? Z Z|COV (Uit V1555 Uju 1 jov) |

t,s,u,v 7/7.7
N N
1 1 E (wittjo sty
— — ARG e
NEED DD D59 9) DI FEVEVYE S B
t,5,u,0 1,] k=1 1=1
M
< N2 Z Z 1 {two pairs among {i,j, k,1}} 1{two pairs among {t,s,u,v}}
t,S,’LL,’U i7j7k7l

< M.
(b) Also, we have

Cov (Uz’t'U2,isa UquZ,jv)
= E (uitv2,isujuv2,jo) — B (uiv,is) E (ujuv2,50)
T T
1 fs 1 fo
=E | upuju | —= Uip | 7= | 7= Yia | "7
it Wju \/sz:;fp p \/T \/qu:;fq 749 \/T

o

T T
1 f 1
B v\ TF 2 e | 7 ) B e | T 2 fe |
p=1 q=1

L LT
-T2 Z Z folsfafo {E (uitwipujquiu) — B (uirwip) E (ujujq) }

p=1qg=1
| ILT
= =5 2 fofufafo{1{i = j} 1 {two pairs among {t,p,q,u}}}.
p=1q=1
So,
1
NT2 Z Z |COV (uitUQ,i57 UquQ,jv)| < M.

t,S,’U,,U l,j
(c) We can show the rest of the cases analogously.

5. Cov (uitvis, VjyuVjy) : There are 4 kinds, (i) # of v3.. = 0, (ii) # of v3.. = 1, (iii) # of v3.. = 2,
and (iv) # of vz.. = 4.

(a) When # of v3.. = 0: For example, Cov (41,45, V1,ju1,jv) - The desired result follows since

1
NT? > B (i isvr juvzge) — B (uiv1is) B (1 juvz )]

t,s,u,v 1,5

M
< NTZ Z Z NiT Z Z (B (wigti swjrqUjor ) — B (Uiptties) B (wjeq o))

t,8,u,v 1,5 ¥, g% v*

< M
- N3T3

Z Z 1 {two pairs among {i,:*, 7,7} } 1 {two pairs among {¢,s,u,v*}}

t7s7u7v7v* Z7.]71* 7j*

< M.
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(b) When # of v3.. = 1: For example, Cov (u;1v3 s, V1 ju¥2,ju) - The desired result follows since

1
NTE D> ICov (wirvs s, v1,juva o))

t,s,u,v 1,5

1
= NT2 Z Z I (43tv3,i501,juv2,jv) — B (uitv3,is) B (V1 juv2,50)]

t,s,u,v 1,5

M 1
< NTZ N2T2 Z Z Z Z {E (Uz‘tuz‘*s*uj*uujv*> -k (Uz‘tui*s*) E (Uj*uujv*)}

t,s,u,v 1,5 i*,j* s*,v*

M
= N37i Z Z Z Z 1 {two pairs among {i,7*,j,7"}} 1 {two pairs among {¢, s, u,v*}}

t,s,u,v 1,5 i*,5* s*,v*

< M.

(c) When # of v3.. = 2: For example, Cov (43 s, V3, ju¥2 jv) - The desired result follows since

1
NT? Z Z |Cov (UitV3,is, V3 juV2,jv)|

t7s7u7v ih]

1
N Yo > B (wavsisvr juva,ge) — B (uirvs,is) B (03uv2,50)]

t,s,u,v 1,5

M 1
NT? > ZWZ Y (B (wiguise gy tgor) = B (wigttio e ) B (wjroeujor))

t,s,u,v 1,5 ¥, g% u*,s* v*

M

<

t,s,uv 1,5 t*,7* u*,s*,v*

< M.

(d) For the other cases, notice that an additional v3 .. term adds an extra summation. However,
it also increases the order of the denominator by one. Therefore, the required result follows
analogously.

6. Cov (viv;s, vjuvjy) : Follows analogously to the previous cases.
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k= k=2 k=3 k=4

BIAS SD SIZE BIAS SD SIZE BIAS SD SIZE BIAS SD SIZE
R=0 -0.032 0.042 0.003 -0.176 0.055 0.604 -0.214 0.067 0.561 -0.161 0.081 0.175
R=1 -0.022 0.043 0.013 -0.078 0.056 0.144 -0.100 0.068 0.157 -0.098 0.084 0.088
R=2 0.001 0.050 0.011 -0.055 0.074 0.105 -0.091 0.094 0.147 -0.125 0.115 0.158
R=3 0.044 0.056 0.151 0.035 0.086 0.121 0.037 0.111 0.101 0.045 0.139 0.095
R=4 0.003 0.054 0.100 0.002 0.079 0.107 0.004 0.098 0.084 0.003 0.120 0.073
R=5 0.002 0.058 0.121 0.002 0.084 0.127 0.004 0.103 0.099 0.004 0.122 0.081
R=6 0.001 0.061 0.138 0.001 0.089 0.143 0.003 0.107 0.112 0.003 0.125 0.091
R=7 0.001 0.064 0.152 0.000 0.092 0.156 0.002 0.110 0.119 0.003 0.127 0.092
R=8 0.001 0.067 0.165 -0.001 0.096 0.162 0.002 0.112 0.128 0.002 0.126 0.094
R=9 0.000 0.070 0.180 -0.001 0.098 0.167 0.001 0.114 0.131 0.001 0.126 0.092

k=5 k=6 k=7 k=8

BIAS SD SIZE BIAS SD SIZE BIAS SD SIZE BIAS SD SIZE
R=0 -0.124 0.098 0.039 -0.115 0.117 0.031 -0.054 0.141 0.008 0.004 0.168 0.004
R=1 -0.018 0.102 0.015 0.049 0.122 0.019 0.177 0.147 0.104 0.291 0.175 0.192
R=2 -0.100 0.132 0.079 -0.089 0.148 0.055 -0.024 0.168 0.026 0.023 0.191 0.021
R=3 0.056 0.164 0.094 0.057 0.179 0.081 0.083 0.200 0.094 0.092 0.220 0.083
R=4 0.002 0.137 0.061 -0.001 0.152 0.052 0.001 0.170 0.050 -0.001 0.191 0.041
R=5 0.003 0.137 0.063 0.000 0.151 0.053 0.001 0.170 0.051 -0.001 0.190 0.044
R=6 0.002 0.139 0.068 -0.001 0.152 0.056 0.000 0.169 0.052 -0.002 0.189 0.045
R=7 0.002 0.139 0.071 -0.001 0.151 0.059 0.000 0.168 0.051 -0.002 0.186 0.043
R=8 0.002 0.137 0.071 0.000 0.148 0.056 -0.001 0.164 0.052 -0.003 0.181 0.041
R=9 0.001 0.136 0.067 0.000 0.146 0.052 -0.001 0.160 0.047 -0.002 0.175 0.035

Table 1: Results of the Empirical Monte Carlo Simulation. Bias and standard deviation (SD) of BBS are
reported for the regressor £k = 1,...,8 using R = 0,...,9 factors in the estimation procedure. We also feport
the empirical size of a 5% nominal size t-test of the hypothesis Hy : B = (Y. Results are based on 10,000
repetitions.
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beta=0.2

N=300 T=30 T=100 T=300 T=1000
R Bias SD Bias SD Bias SD Bias SD
0 0.3443 0.0960 0.3569 0.0532 0.3605 0.0304 0.3617 0.0171
1 0.2044 0.1054 0.2295 0.0574 0.2362 0.0339 0.2384 0.0198
2 -0.0376 0.0157 -0.0109 0.0061 -0.0036 0.0033 -0.0011 0.0018
3 -0.0589 0.0250 -0.0119 0.0066 -0.0037 0.0034 -0.0011 0.0018
4 -0.0996 0.0354 -0.0131 0.0073 -0.0037 0.0035 -0.0011 0.0018
5 -0.1631 0.0356 -0.0143 0.0081 -0.0039 0.0036 -0.0011 0.0018

beta =0.5

N=300 T T=100 T=300 T=1000
R Bias SD Bias SD Bias SD Bias SD
0 0.2439 0.0708 0.2554 0.0380 0.2591 0.0216 0.2604 0.0120
1 0.1551 0.0863 0.1780 0.0457 0.1841 0.0265 0.1862 0.0152
2 -0.0378 0.0178 -0.0104 0.0057 -0.0034 0.0030 -0.0010 0.0016
3 -0.0757 0.0351 -0.0115 0.0063 -0.0035 0.0031 -0.0010 0.0016
4 -0.1632 0.0415 -0.0127 0.0071 -0.0035 0.0031 -0.0010 0.0016
5 -0.2644 0.0275 -0.0140 0.0079 -0.0036 0.0032 -0.0010 0.0016

beta=0.8

N=300 T T=100 T=300 T=1000
R Bias SD Bias SD Bias SD Bias SD
0 0.1030 0.0439 0.1115 0.0215 0.1146 0.0119 0.1157 0.0064
1 0.0656 0.0552 0.0826 0.0272 0.0873 0.0154 0.0892 0.0086
2 -0.0277 0.0209 -0.0065 0.0044 -0.0021 0.0021 -0.0006 0.0011
3 -0.1281 0.0482 -0.0073 0.0051 -0.0021 0.0022 -0.0006 0.0011
4 -0.2727 0.0409 -0.0083 0.0060 -0.0022 0.0022 -0.0006 0.0011
5 -0.4075 0.0368 -0.0097 0.0076 -0.0023 0.0023 -0.0006 0.0011

Table 2: For N = 300 and different combinations of T and true parameter BY we report the bias and standard
deviation of the estimator 8g, for R =0,1,...,5, based on simulations with 10,000 repetition of design (S.117),
where the true number of factors is R = 2.
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N=300, T=300, beta = 0.2

R 0.03 0.05 0.10 0.25 0.50 0.75 0.90 0.95 0.98
2 -3.04 2.72 -2.35 -1.74 -1.07 -0.38 0.21 0.57 0.87
3 -3.08 -2.78 -2.40 -1.79 -1.10 -0.40 0.20 0.60 0.90
4 -3.16 -2.86 -2.48 -1.84 -1.12 -0.40 0.22 0.60 0.94
5 -3.25 -2.95 -2.55 -1.89 -1.16 -0.42 0.22 0.59 0.95
N=300, T=1000, beta = 0.2
R 0.03 0.05 0.10 0.25 0.50 0.75 0.90 0.95 0.98
2 -2.49 -2.19 -1.84 -1.25 -0.59 0.06 0.67 1.01 1.32
3 -2.53 221 -1.84 -1.26 -0.59 0.08 0.69 1.03 135
4 -2.54 -2.24 -1.87 -1.27 -0.60 0.09 0.69 1.04 1.35
5 -2.58 -2.25 -1.90 -1.28 -0.61 0.10 0.70 1.08 1.37
N=300, T=300, beta = 0.5
R 0.03 0.05 0.10 0.25 0.50 0.75 0.90 0.95 0.98
2 2.75 -2.48 -2.16 -1.62 -1.02 -0.40 0.15 0.48 0.74
3 -2.82 -2.54 -2.22 -1.65 -1.04 -0.42 0.15 0.48 0.77
4 -2.91 -2.61 -2.28 -1.71 -1.06 -0.42 0.16 0.49 0.77
5 -2.97 -2.68 234 -1.76 -1.09 -0.44 0.14 0.50 0.79
N=300, T=1000, beta = 0.5
R 0.03 0.05 0.10 0.25 0.50 0.75 0.90 0.95 0.98
2 -2.23 -1.98 -1.67 -1.13 -0.56 0.03 0.56 0.87 1.13
3 -2.28 -2.00 -1.67 -1.15 -0.55 0.04 0.57 0.88 1.15
4 227 -2.02 -1.70 -1.16 -0.56 0.04 0.58 0.89 1.16
5 -2.29 -2.02 -1.71 -1.17 -0.57 0.05 0.59 0.90 1.17
N=300, T=300, beta = 0.8
R 0.03 0.05 0.10 0.25 0.50 0.75 0.90 0.95 0.98
2 -1.85 -1.66 -1.44 -1.05 -0.61 -0.19 0.18 0.43 0.64
3 -1.92 -1.72 -1.47 -1.08 -0.64 -0.19 0.18 0.43 0.64
4 -1.98 -1.76 -1.52 -1.10 -0.65 -0.20 0.19 0.42 0.66
5 -2.02 -1.80 -1.56 -1.14 -0.67 -0.21 0.19 0.44 0.66
N=300, T=1000, beta = 0.8
R 0.03 0.05 0.10 0.25 0.50 0.75 0.90 0.95 0.98
2 -1.51 -1.33 -1.10 -0.74 -0.34 0.07 0.45 0.67 0.86
3 -1.52 -1.35 -1.12 -0.75 -0.34 0.07 0.46 0.69 0.87
4 -1.53 -1.36 -1.13 -0.76 -0.34 0.07 0.47 0.69 0.88
5 -1.54 -1.36 -1.15 -0.77 -0.35 0.07 0.47 0.69 0.89

Table 3: For N = 300 and different combinations of 7" and true parameter B° we report certain quantiles of the
distribution of vV NT(Bg — %), for R = 2,3,4,5, based on simulations with 10,000 repetition of design (S.117),
where the true number of factors is R = 2.
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beta=0.2, N=300

beta =0.5, N=300

beta =0.8, N=300

R T=30 T=100 T=300 T=1000 | T=30 T=100 T=300 T=1000 | T=30 T=100 T=300 T=1000
2 0.114 0.058 0.051 0.048 0.299 0.096 0.061 0.051 0.452 0.156 0.076 0.054
3 0.346 0.066 0.053 0.050 0.707 0.124 0.065 0.052 0.953 0.210 0.084 0.056
4 0.721 0.084 0.057 0.049 0.966 0.160 0.069 0.052 1.000 0.270 0.091 0.059
5 0.963 0.102 0.059 0.051 1.000 0.205 0.077 0.053 1.000 0.335 0.098 0.058

Table 4: The empirical size of a t-test with 5% nominal size is reported for N = 300 and different combinations
of T, R and true parameter 3%, based on 10,000 repetition of design (S.117). A bias corrected estimator for 3 is
used to calculate the test statistics, and we allow for predetermined regressors and heteroscedastic errors when
estimating bias and standard deviation. Results for R = 0,1 are not reported since those have size=1 due to

misspecification.
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